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Why Dark Matter?

Scales of dark matter

• DM tested in wide variety of arenas

• WE FIND EVIDENCE FOR “IT” IN MANY 
ASTROPHYSICAL SYSTEMS

• WE DO NOT KNOW WHAT “IT” IS. 

• THERE IS A LOT OF “IT” (now and in the past 
history of the Universe)



The significance of Dark Matter (DM): We are searching 
for new fundamental physics. 

A class of  DM models: Weakly Interacting Massive 
Particles (WIMP) 

Signals of thermal DM

–Production (accelerators)
–Cosmic rays/indirect detection (PAMELA/
Fermi/WMAP...)

–Direct detection (DAMA/XENON/CDMS...)
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Searching for Interaction of DM with Known Physics



The challenges of Indirect Searches for 
WIMPs

The Questions:

• Do we have a good control of “systematics”? If Dark 
Matter is the Signal, do we understand the back-
ground astrophysical uncertainties & astrophysical 
alternatives?

• Are we fully exploring the data? Is there a signal 
lurking within our observations?

Will discuss 
i) connection between cosmic rays and gamma rays in the 
and modeling the Milky Way
ii) using gamma ray observations to search for dark matter
iii) associations with antimatter cosmic rays



A rough sketch of the Milky Way

With CR spectral measurements we can understand the 
properties of the Interstellar Medium (ISM), and probe sources 
of high energy cosmic rays (CRs) including dark matter that 
could give a signal in antimatter.



The AMS-02 experiment on ISS

fraction is steadily increasing from 10 to !250 GeV, but, from 20 to 250 GeV, the slope decreases by

an order of magnitude. The positron fraction spectrum shows no fine structure, and the positron to

electron ratio shows no observable anisotropy. Together, these features show the existence of new

physical phenomena.

DOI: 10.1103/PhysRevLett.110.141102 PACS numbers: 96.50.sb, 14.60.Cd, 95.35.+d, 95.55.Vj

The Alpha Magnetic Spectrometer (AMS-02) is a gen-
eral purpose high-energy particle physics detector. It was
installed on the International Space Station (ISS) on
19 May 2011 to conduct a unique long duration mission
(!20 years) of fundamental physics research in space. The
first AMS results reported in this Letter are based on the
data collected during the initial 18 months of operations on
the ISS, from 19 May 2011 to 10 December 2012. This
constitutes 8% of the expected AMS data sample. The
positron fraction, that is, the ratio of the positron flux to
the combined flux of positrons and electrons, is presented
in this Letter in the energy range from 0.5 to 350 GeV. Over
the past two decades, there has been strong interest in the
cosmic ray positron fraction in both particle physics and
astrophysics [1]. The purpose of this Letter is to present the
accurate determination of this fraction as a function of
energy and direction (anisotropy).

AMS detector.—The layout of the AMS-02 detector [2]
is shown in Fig. 1. It consists of nine planes of precision
silicon tracker, a transition radiation detector (TRD), four
planes of time of flight counters (TOF), a permanent
magnet, an array of anticoincidence counters (ACC), sur-
rounding the inner tracker, a ring imaging Čerenkov de-
tector (RICH), and an electromagnetic calorimeter
(ECAL). The figure also shows a high-energy electron of
1.03 TeV recorded by AMS.

The AMS coordinate system is concentric with the
center of the magnet. The x axis is parallel to the main
component of the magnetic field, and the z axis points
vertically. The (y-z) plane is the bending plane. AMS is
mounted on the ISS with a 12" roll to port to avoid the ISS
solar panels being in the detector field of view; terms such
as ‘‘above,’’ ‘‘below,’’ and ‘‘downward-going’’ refer to the
AMS coordinate system.

The tracker accurately determines the trajectory and
absolute charge (Z) of cosmic rays by multiple measure-
ments of the coordinates and energy loss. It is composed of
192 ladders, each containing double-sided silicon sensors,
readout electronics, and mechanical support [3,4]. Three
planes of aluminum honeycomb with carbon fiber skins are
equipped with ladders on both sides of the plane. These
double planes are numbered 3–8; see Fig. 1. Another three
planes are equipped with one layer of silicon ladders. As
indicated in Fig. 1, plane 1 is located on top of the TRD,
plane 2 is above the magnet, and plane 9 is between the
RICH and the ECAL. Plane 9 covers the ECAL accep-
tance. Planes 2–8 constitute the inner tracker. Coordinate
resolution of each plane is measured to be better than

10 !m in the bending direction, and the charge resolution
is !Z ’ 0:06 at Z ¼ 1. The total lever arm of the tracker
from plane 1 to plane 9 is 3.0 m. Positions of the planes of
the inner tracker are held stable by a special carbon fiber
structure [5]. It is monitored by using 20 IR laser beams
which penetrate through all planes of the inner tracker and
provide micron-level accuracy position measurements.
The positions of planes 1 and 9 are aligned by using cosmic
ray protons such that they are stable to 3 !m (see Fig. 2).
The TRD is designed to use transition radiation to dis-

tinguish between e$ and protons, and dE=dx to indepen-
dently identify nuclei [6]. It consists of 5248 proportional
tubes of 6 mm diameter with a maximum length of 2 m
arranged side by side in 16-tube modules. The 328 modules

TRD

Tracker 

ECAL 

RICH

FIG. 1 (color). A 1.03 TeV electron event as measured by the
AMS detector on the ISS in the bending (y-z) plane. Tracker
planes 1–9 measure the particle charge and momentum. The
TRD identifies the particle as an electron. The TOF measures
the charge and ensures that the particle is downward-going. The
RICH independently measures the charge and velocity. The
ECAL measures the 3D shower profile, independently identifies
the particle as an electron, and measures its energy. An electron
is identified by (i) an electron signal in the TRD, (ii) an electron
signal in the ECAL, and (iii) the matching of the ECAL shower
energy and the momentum measured with the tracker and
magnet.
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Lunched on May 2011, will collect data for 20 yrs.
Measuring all CR nuclei species up to Ni. 
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Figure 1). The average time resolution of each counter has 
been measured to be 160 picoseconds, and the overall beta 
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specifications. 

The Anti-Coincidence Counters (ACC) surround the 
AMS silicon tracker, just inside the inner cylinder of the 
vacuum case, to detect unwanted particles that enter or 
leave the tracker volume and induce signals close to the 
main particle track such that it could be incorrectly 
measured, for example confusing a nucleus trajectory with 
that of an anti-nucleus.  The ACC consists of sixteen 
curved scintillator panels of 1 m length, instrumented with 
wavelength shifting fibers to collect the light and guide it 
to a connector from where a clear fiber cable guides it to 
the photomultiplier sensors mounted on the conical flange 
of the vacuum case. 

2.3. Silicon Tracker and Permanent Magnet 

The tracker is composed of 192 ladders, the basic unit 
that contains the silicon sensors, readout electronics and 
mechanical support. Three planes of honeycomb with 
carbon fiber skin, equipped with silicon ladders on both 
sides, constitute the inner part of the silicon tracker. Other 
three planes equipped with only one layer of silicon 
ladders are located on top of TRD, on top of the 
Permanent Magnet and in between Ring Image Cherenkov 
detector and Electromagnetic Calorimeters as indicated in 
Figure 1. 

Each ladder has 100µm pitch silicon strips aligned with 
3µm accuracy that measure coordinates of charged 
particles two orthogonal projections. Accuracy of the 
measurement in the bending plane is 10µm. Overall there 
are close to 200000 readout channels. Signal amplitude 
provides a measurement of the particle charge independent 
of other sub-detectors as presented in Figure 2. 

 

 
Figure 2: Correlation between bending plane amplitudes 
(charge S) and non-bending plane amplitudes (charge K) 
as measured in the heavy ion beam of 158 GeV/n. 
 

 Permanent Magnet with the central field of 1.4kG 
provides a bending power sufficient to measure protons up 
to Maximal Detectable Rigidity of 2.14TV. For He nuclei 
the Maximal Detectable rigidity is 3.75TV 

2.4. Ring Imaging Cherenkov detector 

The Ring Imaging Cerenkov (RICH) detector is 
designed to separate charged isotopes in cosmic rays by 
measuring velocities of charged particles with a precision 
of one part in a thousand.  The detector consists of a dual 
dielectric radiator that induces the emission of a cone of 
light rays when traversed by charged particles with a 
velocity greater than that of the phase velocity of light in 
the material.  The emitted photons are detected by an array 
of photon sensors after an expansion distance of 45 cm  
The measurement of the opening angle of the cone of 
radiation provides a direct measurement of the velocity of 
the incoming charged particle (�=v/c).  By counting the 
number of emitted photons the charge (Z) of the particle 
can be determined (see Figure 3).  

The radiator material of the detector consists of 92 tiles 
of silica aerogel (refractive index n=1.05) of 2.5 cm 
thickness and 16 tiles of sodium fluoride (n=1.33) of 
0.5 cm thickness.  This allows detection of particles with 
velocities greater than 0.953c and 0.75c respectively.  The 
detection plane consists of 10,880 photon sensors with an 
effective spatial granularity of 8.5 x 8.5 mm2.  To reduce 
lateral losses the expansion volume is surrounded by a 
high reflectivity reflector with the shape of a truncated 
cone. 

 
Figure 3: Shown on top are snapshots of the rings 
produced by the different nuclei as seen by RICH. Bottom 
figure is a spectrum of charges observed in 158 GeV/n 
heavy ion beam. 

2.5. Electromagnetic Calorimeter 

The AMS-02 electromagnetic calorimeter (ECAL) 
consists of a lead scintillating fiber sandwich with an 
active area of 648x648 mm2 and a thickness of 166.5 mm.  
The calorimeter is composed of 9 superlayers, each 
18.5 mm thick and made of 11 grooved, 1 mm thick lead 
foils interleaved with 10 layers of 1 mm diameter 
scintillating fibers. In each superlayer, the fibers run in one 
direction only.  The 3-D imaging capability of the detector 

Li C OHe Ca

Nuclear Charge Z

positron fraction,
positrons, electrons
spectra,
antiproton/proton
anti-nuclei?
B/C, Be10/Be9



 Modeling the ISM galactic production and propagation uncertainties for 
cosmic rays
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• collisions of galaxy clusters 
(e.g. bullet cluster)

Scales of dark matter

• DM tested in wide variety of arenas

Most of the universe is beyond the standard 
model

DM is 
collisionless, not 
part of the 
standard model

• success of BBN (DM is non-baryonic)!

• growth of structure (cold DM)

IC, Hooper, Linden PRD 2016

Voyager 1 (ISM) proton flux:

Regime where Outer HS or BW 
may matter 

True local 
ISM
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We use  GALPROP a 
numerical solver  build 
by Moskalenko, Strong 
et al. as a starting point  
and build several 
models that are in 
agreement with CR 
measurements 

Voyager 1

 Modeling the ISM galactic production and propagation uncertainties for 
cosmic rays



• collisions of galaxy clusters 
(e.g. bullet cluster)

Scales of dark matter

• DM tested in wide variety of arenas

Most of the universe is beyond the standard 
model

DM is 
collisionless, not 
part of the 
standard model

• success of BBN (DM is non-baryonic)!

• growth of structure (cold DM)

Cross-checking with the PROTON data that account for the majority of 
observed cosmic rays; monthly AND total (i.e ISM & Solar Modulation):

Constraining the form of the Modulation potential and the ISM p spectrum 
in a recursive manner.  IC, Linden, Hooper (arXiv:2007.00669)



Repeating for multiple Cosmic-Ray species we can constrain the physical 
processes affecting the cosmic-ray production & propagation

IC, Zhong, McDermott, Surdutovich, PRD 2022 (arXiv:2112.09706)
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Inner Galaxy

Galactic Center

The Fermi-LAT Gamma-ray SKY
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The Fermi-LAT Gamma-ray SKY

Sources for the observed gamma-rays are:
i)Galactic Diffuse Emission: decay of pi0s (and other mesons) from pp (NN) collisions in 
the ISM, bremsstrahlung radiation off CR e, Inverse Compton scattering: up-scattering of 
CMB and IR, optical photons from CR e
ii)from point sources (galactic or extra galactic) 
iii)Extragalactic Isotropic 
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The Fermi-LAT Gamma-ray SKY

Sources for the observed gamma-rays are:
i)Galactic Diffuse Emission: decay of pi0s (and other mesons) from pp (NN) collisions in 
the ISM, bremsstrahlung radiation off CR e, Inverse Compton scattering: up-scattering of 
CMB and IR, optical photons from CR e
ii)from point sources (galactic or extra galactic) 
iii)Extragalactic Isotropic 
iv)”extended sources”(Fermi Bubbles, Geminga, Vela ...)
iv)misidentified CRs (isotropic due to diffusion of CRs in the Galaxy)



BUT ALSO the UNKOWN, e.g. Looking for 
DM annihilation signals

For a DM annihilation signal
We want to observe: d��
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The Signal:  
Gamma Rays from Dark Matter Annihilations 
The gamma ray signal from dark matter 
annihilations is described by: 

1) Distinctive “bump-like” spectrum 

Figure 6. The gamma ray spectrum per WIMP annihilation for a 100 GeV (left) and 500
GeV (right) WIMP. Each curve denotes a different choice of the dominant annihilation
mode: bb̄ (solid cyan), ZZ (magenta dot-dashed), W+W− (blue dashed), τ+τ− (black
solid), e+e− (green dotted) and µ+µ− (red dashed).

quarks, leptons, Higgs bosons or gauge bosons, dark matter particles can
produce gamma rays directly, leading to monoenergetic spectral signatures.
If a gamma ray line could be identified, it would constitute a “smoking
gun” for dark matter annihilations. By definition, however, WIMPs do not
annihilate through tree level processes to final states containing photons
(if they did, they would be EMIMPs rather than WIMPs). On the other
hand, they may be able to produce final states such as γγ, γZ or γh through
loop diagrams. Neutralinos, for example, can annihilate directly to γγ [57]
or γZ [58] through a variety of charged loops. These final states lead to
gamma ray lines with energies of Eγ = mdm and Eγ = mdm(1−m2

Z/4m2
dm),

respectively. Such photons are produced in only a very small fraction of
neutralino annihilations, however. The largest neutralino annihilation cross
sections to γγ and γZ are about 10−28 cm3/s, and even smaller values are
more typical [59].

The Galactic Center has long been considered to be one of the most
promising regions of the sky in which to search for gamma rays from dark
matter annihilations [59, 60]. The prospects for this depend, however, on
a number of factors including the nature of the WIMP, the distribution of
dark matter in the region around the Galactic Center, and our ability to
understand the astrophysical backgrounds present.
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Using templates on Gamma-ray maps —> 
It’s first use led to the discovery of the Fermi(Haze)-Bubbles
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Planck Collaboration: Detection of the Galactic haze with Planck

Fig. 9. Top: The microwave haze at Planck 30GHz (red, −12 µK < ∆TCMB < 30 µK) and 44GHz (yellow, 12 µK < ∆TCMB < 40
µK). Bottom: The same but including the Fermi 2-5 GeV haze/bubbles of Dobler et al. (2010) (blue, 1.05 < intensity [keV cm−2
s−1 sr−1] < 1.25; see their Fig. 11). The spatial correspondence between the two is excellent, particularly at low southern Galactic
latitude, suggesting that this is a multi-wavelength view of the same underlying physical mechanism.
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Planck intermediate results. IX. Detection of the Galactic haze with
Planck
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M. Kunz15,57, H. Kurki-Suonio21,40, G. Lagache57, A. Lähteenmäki2,40, J.-M. Lamarre71, A. Lasenby5,68, C. R. Lawrence66, S. Leach82,
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ABSTRACT

Using precise full-sky observations from Planck, and applying several methods of component separation, we identify and characterize the emission
from the Galactic “haze” at microwave wavelengths. The haze is a distinct component of diffuse Galactic emission, roughly centered on the Galactic
centre, and extends to |b| ∼ 35◦ in Galactic latitude and |l| ∼ 15◦ in longitude. By combining the Planck data with observations from the Wilkinson
Microwave Anisotropy Probe we are able to determine the spectrum of this emission to high accuracy, unhindered by the large systematic biases
present in previous analyses. The derived spectrum is consistent with power-law emission with a spectral index of −2.55 ± 0.05, thus excluding
free-free emission as the source and instead favouring hard-spectrum synchrotron radiation from an electron population with a spectrum (number
density per energy) dN/dE ∝ E−2.1. At Galactic latitudes |b| < 30◦, the microwave haze morphology is consistent with that of the Fermi gamma-ray
“haze” or “bubbles,” indicating that we have a multi-wavelength view of a distinct component of our Galaxy. Given both the very hard spectrum
and the extended nature of the emission, it is highly unlikely that the haze electrons result from supernova shocks in the Galactic disk. Instead, a
new mechanism for cosmic-ray acceleration in the centre of our Galaxy is implied.

Key words. Galaxy: nucleus – ISM: structure – ISM: bubbles – radio continuum: ISM

1. Introduction

The initial data release from the Wilkinson Microwave
Anisotropy Probe (WMAP) revolutionised our understanding of
both cosmology (Spergel et al. 2003) and the physical processes
at work in the interstellar medium (ISM) of our own Galaxy
(Bennett et al. 2003). Some of the processes observed were
expected, such as the thermal emission from dust grains, free-
free emission (or thermal bremsstrahlung) from electron/ion
scattering, and synchrotron emission due to shock-accelerated
electrons interacting with the Galactic magnetic field. Others,
such as the anomalous microwave emission now identified as

⋆ Corresponding author: K. M. Górski, e-mail:
krzysztof.m.gorski@jpl.nasa.gov

spinning dust emission from rapidly rotating tiny dust grains
(Draine & Lazarian 1998a,b; de Oliveira-Costa et al. 2002;
Finkbeiner et al. 2004; Hinshaw et al. 2007; Boughn & Pober
2007; Dobler & Finkbeiner 2008b; Dobler et al. 2009), were
more surprising. But perhaps most mysterious was a “haze” of
emission discovered by Finkbeiner (2004a) that was centred
on the Galactic centre (GC), appeared roughly spherically
symmetric in profile, fell off roughly as the inverse distance
from the GC, and was of unknown origin. This haze was
originally characterised as free-free emission by Finkbeiner
(2004a) due to its apparently very hard spectrum, although it
was not appreciated at the time how significant the systematic
uncertainty in the measured spectrum was.

1

Fermi Bubbles

Planck Coll. A&A 2013 

Fermi bubble interior template
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• collisions of galaxy clusters 
(e.g. bullet cluster)

Scales of dark matter

• DM tested in wide variety of arenas

Most of the universe is beyond the standard 
model

DM is 
collisionless, not 
part of the 
standard model

• success of BBN (DM is non-baryonic)!

• growth of structure (cold DM)
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6. Morphology and spectral variations

The average spectrum of the bubbles is an important characteristic, but it may be insu�cient

for distinguishing among the models of the bubbles’ formation and the mechanisms of the gamma-ray

emission. In this section, we calculate the spectrum of the bubbles in latitude strips, and estimate

the significance and the spectrum of the enhanced gamma-ray emission in the south-eastern part of

the bubbles, called the “cocoon” (Su & Finkbeiner 2012). We search for a jet inside the bubbles and

determine the location and the width of the boundary of the bubbles.

6.1. Longitude Profiles

Residual intensity, E = 1 � 3 GeV
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Fig. 22.— Residual intensity integrated in di↵erent energy bands for the baseline model derived with GALPROP

templates in Section 3.2 (top) and for the example model derived with the local templates analysis in Section 4.3

(bottom).

To give a general idea about the morphology of the bubbles, we present the profile plots of the

residual intensity corresponding to the Fermi bubbles at di↵erent latitudes integrated in three energy

bands: 1 - 3 GeV, 3 - 10 GeV, 10 - 500 GeV. The residual intensity is shown in Figure 22. There is

an L-shaped over-subtraction at low energies in the GALPROP residuals in the low latitude part of the

northern bubble. This residual is spatially correlated with the star forming region ⇢ Ophiuchi, which

might have a di↵erent CR spectrum compared to the average. Notice that this feature is not present in

the residuals obtained from the local template analysis, which allows the adjustment of the normalization

of the CR density in local patches. The profile plots in 10� latitude strips are shown in Figure 23.

An excess of emission in the southern bubble for latitudes �40� < b < �20� and longitudes 0� <

` < 15� corresponds to the cocoon proposed by Su & Finkbeiner (2012). There is also a slight excess of

emission for 20� < b < 40� around ` = 10�. At some latitudes, the width of the boundary of the bubbles

is approximately or smaller than 5�. We study the width of the edge in more detail in Section 6.3.

Fermi-LAT Collaboration 
Result ApJ 2014

Su, Slatyer, Finkbeiner ApJ 724, 1044 (2010)

Discovery of edges on the emission.
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60 degrees
in latitude

Adding ISM 
physics, cosmic-
ray observations 
and running an 
array of Milky 
Way simulations 
…

Using templates on Gamma-ray maps



Using templates on Gamma-ray maps
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Bremss Emission at 1.02-2.24 GeV
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ICS Emission at 1.02-2.24 GeV
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IC, Zhong, McDermott, Surdutovich, PRD 2022 (arXiv:2112.09706)



Pi0 Emission at 1.02-2.24 GeV
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ICS Emission at 1.02-2.24 GeV
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Pi0 Emission at 1.02-2.24 GeV
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ICS Emission at 1.02-2.24 GeV
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Adding properly and
accounting for 
instrumental effects 
as the point spread 
function and the non-uniform exposure (also masking-out bright point sources)



Pi0 Emission at 1.02-2.24 GeV
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Observed Emission at 1.02-2.24 GeV
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The galactic center 
A place to look for Dark Matter Annihilation

• The region of the galactic center is 
complex with large uncertainties.

• A DM annihilation signal peaks but also 
has significant uncertainties..

• Take advantage of multi-wavelength 
searches.



Looking for excesses in the galactic center
Using Templates: 10

FIG. 9: The raw gamma-ray maps (left) and the residual maps after subtracting the best-fit Galactic di↵use model, 20 cm
template, point sources, and isotropic template (right), in units of photons/cm2/s/sr. The right frames clearly contain a
significant central and spatially extended excess, peaking at ⇠1-3 GeV. Results are shown in galactic coordinates, and all maps
have been smoothed by a 0.25� Gaussian.

of the Galactic Plane, while values greater than one are
preferentially extended perpendicular to the plane. In
each case, the profile slope averaged over all orientations
is taken to be � = 1.3 (left) and 1.2 (right). From this
figure, it is clear that the gamma-ray excess prefers to
be fit by an approximately spherically symmetric distri-
bution, and disfavors any axis ratio which departs from
unity by more than approximately 20%.

In Fig. 11, we generalize this approach within our
Galactic Center analysis to test morphologies that are

not only elongated along or perpendicular to the Galac-
tic Plane, but along any arbitrary orientation. Again,
we find that that the quality of the fit worsens if the the
template is significantly elongated either along or per-
pendicular to the direction of the Galactic Plane. A mild
statistical preference is found, however, for a morphology
with an axis ratio of ⇠1.3-1.4 elongated along an axis ro-
tated ⇠35� counterclockwise from the Galactic Plane in
galactic coordinates (a similar preference was also found
in our Inner Galaxy analysis). While this may be a statis-

Daylan, Finkbeiner, Hooper, Linden, Portilo, 
Rodd, Slatyer, PoDU 2015 

• A clear excess emission in 
the galactic center emerges

• Excess emission cuts-off at 
~10 GeV (is in some dis-
agreement with later 
findings)   

Claim:

6

FIG. 5: Left frame: The value of the formal statistical �2� lnL (referred to as ��2) extracted from the likelihood fit, as
a function of the inner slope of the dark matter halo profile, �. Results are shown using gamma-ray data from the full sky
(solid line) and only the southern sky (dashed line). Unlike in the analysis of Ref. [8], we do not find any large north-south
asymmetry in the preferred value of �. Right frame: The spectrum of the dark matter component, for a template corresponding
to a generalized NFW halo profile with an inner slope of � = 1.26 (normalized to the flux at an angle of 5� from the Galactic
Center). Shown for comparison (solid line) is the spectrum predicted from a 35.25 GeV dark matter particle annihilating to bb̄
with a cross section of �v = 1.7⇥ 10�26 cm3/s ⇥ [(0.3GeV/cm3)/⇢local]

2.

ground templates, we include an additional dark matter
template, motivated by the hypothesis that the previ-
ously reported gamma-ray excess originates from annihi-
lating dark matter. In particular, our dark matter tem-
plate is taken to be proportional to the line-of-sight inte-
gral of the dark matter density squared, J( ), for a gen-
eralized NFW density profile (see Eqs. 2–3). The spatial
morphology of the Galactic di↵use model (as evaluated
at 2 GeV), Fermi Bubbles, and dark matter templates
are each shown in Fig. 4.

As found in previous studies [8, 9], the inclusion of the
dark matter template dramatically improves the quality
of the fit to the Fermi data. For the best-fit spectrum and
halo profile, we find that the inclusion of the dark matter
template improves the formal fit by ��2 ' 1672, cor-
responding to a statistical preference greater than 40�.
When considering this enormous statistical significance,
one should keep in mind that in addition to statistical er-
rors there is a degree of unavoidable and unaccounted-for
systematic error, in that neither model (with or without
a dark matter component) is a “good fit” in the sense
of describing the sky to the level of Poisson noise. That
being said, the data do very strongly prefer the presence
of a gamma-ray component with a morphology similar
to that predicted from annihilating dark matter (see Ap-
pendices B and D for further details).2

2
Previous studies [8, 9] have taken the approach of fitting for the

spectrum of the Fermi Bubbles as a function of latitude, and then

subtracting an estimated underlying spectrum for the Bubbles

(based on high-latitude data) in order to extract the few-GeV

As in Ref. [8], we vary the value of the inner slope of
the generalized NFW profile, �, and compare the change
in the log-likelihood, � lnL, between the resulting fits in
order to determine the preferred range for the value of
�.3 The results of this exercise (as performed over 0.5-
10 GeV) are shown in the left frame of Fig. 5. While
previous fits (which did not employ any additional cuts
on CTBCORE) preferred an inner slope of � ' 1.2 [8],
we find that a slightly steeper value of � ' 1.26 provides
the best fit to the data. Also, in contrast to Ref. [8],
we find no significant di↵erence in the slope preferred
by the fit over the entire sky, and by a fit only over the
southern sky (b < 0). This can be seen directly from
the left frame of Fig. 5, where the full-sky and southern-
sky fits for the same level of masking are found to favor
quite similar values of � (the southern sky distribution
is broader than that for the full sky simply due to the
di↵erence in the number of photons).

In the right frame of Fig. 5, we show the spectrum of
the emission correlated with the dark matter template,
for the best-fit value of � = 1.26. While no significant
emission is absorbed by this template at energies above
⇠10 GeV, a bright and robust component is present at
lower energies, peaking near ⇠1-3 GeV. Relative to the

excess. However, this approach discards information on the true

morphology of the signal, as well as requiring an assumption for

the Bubbles spectrum. It was shown in Ref. [8] (and also in this

work, see Appendices B and D) that the excess is not confined

to the Bubbles and the fit strongly prefers to correlate it with a

dark matter template if one is available.
3
Throughout, we denote the quantity �2 lnL by �2

.

Will call this excess emission the 
Galactic Center Excess (GCE)

Also: Hooper & Goodenough PRL 2011, Abazajian JCAP 2011, Hooper & Linden PRD 2011, 
Gordon & Macias PRD 2014, Zhou et al. PRD 2015, Ajello et al. ApJ 2016  



Going to High Latitudes (Inner Galaxy)
Advantages of looking further away from the center:

i)For a DM signal, you now have a prediction on the spectrum and  
its normalization based on the DM distribution.

 
   
 
 
  

ii) Different region on the galactic sky suffers from different uncertain-
ties in the background gamma-ray flux.
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Figure 5. Illustration of the predicted emission for the GDE components ⇡0+Bremss (dashed lines)
and ICS (dotted lines) from five di↵erent models averaged over our baseline ROI.
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Figure 6. Left panel: Decomposition of the P6V11 background model into its contributions from
ICS and ⇡0+Bremss. The plot was generated by fitting simultaneously the ICS and ⇡0+Bremss
components of the model P to P6V11 (see text for details). It does not vary much when other di↵use
models are used instead. The extremely hard ICS emission at energies > 10 GeV is an intrinsic
property of the P6V11, which a↵ects any analysis that employs it as GDE template. Right panel:
For comparison we show the actual spectra predicted by model P for ICS, ⇡0 and bremsstrahlung
emission. Fluxes are displayed in the 40� ⇥ 40� ROI, |b| > 2�.

and rescale them simultaneously in our template fit.
Given that the bremsstrahlung emission has generically a softer spectrum than the ⇡0,

– 18 –

60 degrees
in latitude

Modeling the background gamma-ray sky: Interplay with 
Cosmic-Rays & the ISM

The exact astrophysics model 
assumptions can affect both 
the gamma-ray background 
spectrum and its morphology 
on the galactic sky.

Calore, IC, Weniger, JCAP 2015
Flux Ratio of Pi0 Maps at 1.02-2.24 GeV
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Flux Ratio of ICS Maps at 1.02-2.24 GeV
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IC, Zhong, McDermott, 
Surdutovich, PRD 2022



Accounting for the galactic diffuse emission uncertainties

We use models, accounting for uncertainties related to the diffusion of CRs, 
the presence of convective winds, diffusive re-acceleration, energy losses, 
CR injection sources, gas and other interstellar medium properties.  From the 
existing literature and in 2015 we created our own (60) models—> 6660 
different Templates!
 



Accounting for the galactic diffuse emission uncertainties

We use models, accounting for uncertainties related to the diffusion of CRs, 
the presence of convective winds, diffusive re-acceleration, energy losses, 
CR injection sources, gas and other interstellar medium properties.  From the 
existing literature and in 2015 we created our own (60) models—> 6660 
different Templates!
It turns out that it actually does not affect dramatically the excess spectrum:
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Figure 14. Spectrum of the GCE emission for model F (black dots) together with statistical and
systematical (yellow boxes, cf. figure 12) errors. We also show the envelope of the GCE spectrum for
all 60 GDE models (blue dashed line, cf. figure 7).
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Figure 15. Geometry of the ten GCE
segments used in our morphology anal-
ysis, see table 3.

#ROI Definition ⌦ROI [sr]

I, II
p
`2 + b2 < 5� 6.0⇥ 10�3

III, IV 5� <
p
`2 + b2 < 10�, ±b > |`| 1.78⇥ 10�2

V, VI 10� <
p
`2 + b2 < 15�, ±b > |`| 2.93⇥ 10�2

VII, VIII 5� <
p
`2 + b2 < 15�, ±` > |b| 3.54⇥ 10�2

IX 15� <
p
`2 + b2 < 20� 1.51⇥ 10�1

X 20� <
p
`2 + b2 1.01⇥ 10�1

Table 3. Definition of the ten GCE segments that are
shown in figure 15, as function of Galactic latitude b and
longitude `, together with their angular size ⌦ROI.

and, more importantly, b) how far from the disk the GCE extends. To this end, we split
the GCE template in ten segments and repeat the analysis of the previous two subsections.
Furthermore, we allow additional freedom in the ICS templates, as we explain below. We
present additional morphological studies of the GCE, which mostly reconfirm findings from
previous works, in appendix B.

We divide the GCE template within our main ROI, see eq. (2.1), into ten GCE segments
as shown in figure 15 and defined in table 3. Each of the ten segments is zero outside of its
boundaries, and equals the standard GCE template (generalized NFW with � = 1.2) inside
its boundaries. The normalization of each of the ten templates is allowed to float freely in
the fit. The definition of the segments aims at studying the symmetries of the GCE around

– 30 –

Calore, IC, Weniger, JCAP 2015



Accounting for the galactic diffuse emission uncertainties

We use models, accounting for uncertainties related to the diffusion of CRs, 
the presence of convective winds, diffusive re-acceleration, energy losses, 
CR injection sources, gas and other interstellar medium properties.  To 
account for new observations in 2020-2021 we created and tested 45K high 
resolution templates.
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Figure 14. Spectrum of the GCE emission for model F (black dots) together with statistical and
systematical (yellow boxes, cf. figure 12) errors. We also show the envelope of the GCE spectrum for
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#ROI Definition ⌦ROI [sr]

I, II
p
`2 + b2 < 5� 6.0⇥ 10�3

III, IV 5� <
p
`2 + b2 < 10�, ±b > |`| 1.78⇥ 10�2

V, VI 10� <
p
`2 + b2 < 15�, ±b > |`| 2.93⇥ 10�2

VII, VIII 5� <
p
`2 + b2 < 15�, ±` > |b| 3.54⇥ 10�2

IX 15� <
p
`2 + b2 < 20� 1.51⇥ 10�1

X 20� <
p
`2 + b2 1.01⇥ 10�1

Table 3. Definition of the ten GCE segments that are
shown in figure 15, as function of Galactic latitude b and
longitude `, together with their angular size ⌦ROI.

and, more importantly, b) how far from the disk the GCE extends. To this end, we split
the GCE template in ten segments and repeat the analysis of the previous two subsections.
Furthermore, we allow additional freedom in the ICS templates, as we explain below. We
present additional morphological studies of the GCE, which mostly reconfirm findings from
previous works, in appendix B.

We divide the GCE template within our main ROI, see eq. (2.1), into ten GCE segments
as shown in figure 15 and defined in table 3. Each of the ten segments is zero outside of its
boundaries, and equals the standard GCE template (generalized NFW with � = 1.2) inside
its boundaries. The normalization of each of the ten templates is allowed to float freely in
the fit. The definition of the segments aims at studying the symmetries of the GCE around

– 30 –
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Figure 1: Residual map of the 15� ⇥ 15� region of interest for E � 667 MeV. The residuals are obtained as (Data � Model), where the model
includes previously-detected 3FGL point sources (cyan squares)11, 64 additional point source candidates (green crosses) and the standard diffuse Galactic emission
components related to the interstellar gas and radiation field. The white contours are the best-fit model counts from the X-bulge map obtained from analyses of
WISE19 infrared data after convolution the Fermi-LAT instrument response function. The addition of a template based on the X-bulge significantly improved the
model fit to the gamma-ray data. The cluster of point sources on the Galactic plane at l ⇡ 6

� may be associated with the W28 (white dashed circle) supernova
remnant11, 31. The zoomed-in region on the right shows the correlation with the near-infrared stellar density nuclear bulge data23, the black contours display the
best-fit model counts associated with this component after convolution with the Fermi-LAT instrument response function. The X-bulge and nuclear bulge templates
were included when the best fit parameters for the above model were found, but not when evaluating the above residuals. A Gaussian with radius 0.3� was used to
smooth the images and the upper limit of the colour scale has also been clipped for display purposes.
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Fig. 5. 2.2µm surface brightness distribution of the
Galactic and Nuclear Bulge. In order to achieve the best
signal-to-noise ratio, a weighted average of the 2.2, 3.5,
and 4.9µm maps, scaled to the 2.2µm surface brightness,
is shown. Contributions from the Galactic Disk are sub-
tracted and the emission is dereddened for extinction by
foreground dust. a) Contour maps of the observed dered-
dened (thick grey lines) and modeled (dashed lines) NIR
surface brightness distribution. Levels are at 5, 10, 20, ...,
60% of modeled peak surface brightness. b) Latitude pro-
file at l = 0◦ of the observed dereddened (grey dots) and
modeled (dashed line) NIR surface brightness distribution
of the GB.

brightness distribution of the GB in order to subtract it
from the COBE maps, rather than to derive a detailed
model of the three-dimensional morphology of the bar.
We did not explore the whole parameter space and we do
not claim that our model is unique.

In Figure 6, the integrated SED of the GB is shown.
The NIR flux densities were derived by integrating the
models at 2.2, 3.5, and 4.9µm within l = ±20◦ and b =
±10◦ and are listed in Table 4. A weighted least-square
black-body fit to these points yields an average effective
temperature of the Bulge stars of Teff(GB) = 4400±400K.
Since we found no evidence for a colour gradient in the GB,
a lower limit to the average effective stellar temperature
can be derived from the uncorrected NIR surface bright-
ness ratios at high latitudes where the extinction is low
(e.g., Baade’s Window: l, b ∼ 1◦,-3.9◦, AK ∼ 0.13mag).
The best black-body fit to these points yields ∼ 3850K
which is in good agreement with our estimate of Teff(GB).
We tried different bar models and fitting routines; the de-

Fig. 6. Spectral Energy Distribution of the Galactic
Bulge.
Black squares refer to the integrated flux density of the
model fit (left scale). Error bars refer to the uncertainties
of the extinction corrections (σ(AV) ∼ ±2mag). Curve
a) shows the best black-body fit to these points weighted
with the uncertainties (Teff ∼ 4400K). Filled circles re-
fer to the surface brightness at Baade’s Window (BW) in
the disk-subtracted, not extinction-corrected COBE maps
(right scale). Curve b) shows the best black-body fit to
these points (Teff ∼ 3850K.)

rived total flux densities were nearly independent of the
particular model.

Our result agrees well with the volume emissivity ra-
tios derived by Freudenreich (1998) for his models S and
E. The total luminosity of the GB derived from our SED
fit to the NIR flux densities is LGB = 1.0± 0.3× 1010 L⊙.
Since there is no evidence for ongoing star formation and
the presence of hot massive stars in the GB, which would
contribute considerable luminosity at shorter wavelengths,
this value represents the bolometric luminosity of the GB.
Our estimate is intermediate to the GB luminosities of
5.3 ± 1.6 × 109 L⊙ derived by Dwek et al. (1995) from
COBE NIR observations and the 2.2µm luminosity func-
tion of Bulge stars and of∼ 2×1010 L⊙ derived by Maihara
et al. (1978) from their 2.4µm observations of the GC re-
gion. Dwek et al. (1995) derive a total stellar mass of the
GB ofMGB ∼ 1.3±0.5×1010M⊙ and a mass-to-luminosity
ratio of ∼ 2M⊙/L⊙. The central mass and luminosity vol-
ume densities of the GB are ρM ∼ 8 ± 2M⊙ pc−3 and
ρL ∼ 4 ± 1L⊙ pc−3, respectively. The numbers depend
only weekly on the value of the total luminosity, which is
more sensitive to the exact integration area and how the
outer GB is modeled.

4.3. Nuclear Bulge and Central Molecular Zone

4.3.1. NIR through Radio images of the Nuclear Bulge

Images and surface brightness profiles of the NB ranging
from λ 2.2µm to 240µm derived from the COBE DIRBE

Boxy Bulge @ 2-5 μm

10 Launhardt et al.: Large-scale characteristics of the Nuclear Bulge

Fig. 7. Surface brightness maps of the Nuclear Bulge
at 9 wavelengths between 2.2µm and 240µm as seen by
COBE. ZL, emission from GD and GB, and a point-like
NIR source at l, b ∼ −1.4◦,0◦ (dotted curve in the longi-
tude profiles; see text) have been subtracted. The data are
corrected for foreground extinction by dust in the GD, but
not for extinction by dust inside the NB. Lowest contour
levels are at 10% of the maximum in the NIR maps and
5% in all other maps. Small boxes in the lower left of the
maps show the DIRBE beam (HPBW 0.7◦) at the corre-
sponding wavelength bands. The middle and right panels
show the corresponding longitude and latitude profiles at
b=0◦ and l=0◦, respectively.

and IRAS ISSA maps and processed as described in Sect.
3 are shown in Figs. 7 and 8. Note that these images are
not corrected for extinction by dust inside the NB and
that the FIR maps contain emission from dust in the NB
and in the outer CMZ (see Sect. 5.5). For comparison, we
also show radio continuum maps of the NB which were
obtained from different data bases (Fig. 9; see Table 2 for

Fig. 8. Thermal dust emission from the Nuclear Bulge
as seen by IRAS (ISSA maps, angular resolution ∼2′).
ZL and GD are subtracted and the data are corrected for
foreground extinction by dust in the GD. Middle and right
panels show the corresponding longitude and latitude pro-
files as in Fig. 7.

Fig. 9. Radio continuum emission from the Nuclear
Bulge. These data were obtained from different data bases
(see Table 2 for references). FWHM beam sizes are shown
as black circles in the lower left corners of the maps.
Middle and right panels show the corresponding longitude
and latitude profiles as in Fig. 7.

references). At NIR wavelengths, the NB emits stellar con-
tinuum radiation, mainly from red giants and supergiants.
The NB also emits strongMIR/FIR/submm dust emission
together with free-free and synchrotron radio emission. In
addition, the molecular gas exhibits strong line emission
(see Fig. 16a). Pertinent fit and other parameters are given
in Table 5.

The COBE NIR images show a relatively compact
source elongated ∼2–3◦ in longitude and unresolved in

Nuclear Bulge @ Radio
Launhardt et al. A&A 2002 X-shaped Bulge 

@ “low” gamma-rays

Macias et al. 
Nature Astron. 2018 
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emphasizing two possibilities: a population of millisecond
pulsars (MSPs) and the annihilation of dark matter (DM)
particles, as well as the combination of these two under-
lying explanations. There are also other possibilities: for
instance, cosmic-ray burst activity from the region around
the supermassive black hole. However, the MSPs inter-
pretation comes with a relatively well measured spectrum
from gamma-ray observations toward known galactic
MSPs from other regions on the sky. Also, the DM prompt
emission spectrum can be modeled once the DM mass and
annihilation channels are fixed. Thus these two interpre-
tations provide spectra that we can easily test. With cosmic-
ray bursts from the inner galaxy there is no independent
observation or theory that can give us a probable gamma-
ray spectrum that could then be tested in the fit. One would
have to perform multiple simulations of bursts that each
would give its own suggested spectrum and morphology in
the inner galaxy which would then be fit to the residual
GCE spectra obtained in Figs. 12 and 14 in this work. As a
general pattern we expect cosmic-ray bursts to give a
gamma-ray emission spectrum described by either a simple
power-law, or one power-law at low gamma-ray energies
that transitions to a softer spectrum at higher gamma-ray
energies [32–34]. These can be modeled phenomenologi-
cally using a broken power-law or a single power law with
an exponential cutoff.
For each model which has a predicted spectrum deter-

mined by some free parameters θk, we will define a χ2 test
statistic,

χ2¼
X

ij

!
GCEi−

X

k

fikðθkÞ
"
C−1
ij

!
GCEj−

X

l

fjlðθlÞ
"
:

ð18Þ

The values GCEi are the ones depicted in Figs. 12 and 14,
which have been given in Table IV for reference. The
covariance matrix is Cij ¼ σ2i δij þ Σij;mod, where Σij;mod
is defined in Eq. (17). We clarify again, that the covariance
matrix is evaluated by studying the systematic galactic
diffuse emission modeling uncertainties as described in
Sec. VI. Those are calculated by using the 40° × 40°
regions of interest along the galactic disk excluding the
central one the as shown in Fig. 16; and by using the
entirety of our 80 galactic diffuse emission models. We test
the DM, MSP and phenomenological burst-like spectra on

the data from the 40° × 40° region and also from the north
or south only regions. We will define Σij; mod in the north
(south) to be 0.552ð0.45Þ2 as large as Σij; mod in the full sky,
since the north (south) accounts for roughly 55%(45%) of
the total log-likelihood of the 40° × 40° window. Because
we use 14 energy bins to characterize the GCE, the indices i
and j run from 1 to 14. The indices k and l run from 1 to
the number of free parameters for each model, Nfp, which
ranges from 1 to 4 for the spectra we consider. For the MSP
explanation, since we fix its spectrum we take only one free
parameter, its normalization. For DM we have two param-
eters, the mass and the annihilation channel, which we
assume is to only a single species of Standard Model
particle. The power-law plus exponential spectrum has a
normalization, power-law index, and cutoff energy, while
the broken power-law spectrum has a normalization, two
power-law indices, and the location of a break.
The best fit point for a given model is the one that

minimizes the χ2. We will use χ̂2 to refer to the value of
Eq. (18) at this best fit point. We will also use a p-value to
describe the goodness of the fit at this point. This is

p̂ ¼ 1 − CDFχ2j14−Nfp
ðχ̂2Þ; ð19Þ

where CDFχ2j14−Nfp
is the cumulative distribution function

of the χ2 distribution with 14 − Nfp degrees of freedom.
A p-value p̂≳ 0.1 is suggestive of a good fit.
We present results separately for the full 40° × 40° region

of interest, the southern sky only, and the northern sky only.
The p-value of every model that we consider is very small
when we consider the 40° × 40° region as the region of
interest; it is even worse when restricting to the northern
hemisphere. However, in some of the scenarios we con-
sider, the value of p̂ is larger than 0.1 when considering
the southern hemisphere only. The northern hemisphere
within the 40° × 40° window is relatively brighter than the
southern one. This is mostly due to diffuse emission from
dense ISM gases. Compared to the south, even a small
fractional error in the model prediction of the diffuse
emission in the north can lead to systematic errors on
interpretations of GCE emission in that region. This has
been anticipated by, and lends credence to, claims in
[22,70]. For these reasons, we suggest that interpretation
based on the results from analysis of the southern hemi-
sphere on its own is likely valid. The results for all of

TABLE V. The first four principal components of the systematic uncertainty contribution to the covariance matrix, defined as in
Eq. (16), in units of 10−7 GeV cm−2 s−1 sr−1.

PCi Φ1 Φ2 Φ3 Φ4 Φ5 Φ6 Φ7 Φ8 Φ9 Φ10 Φ11 Φ12 Φ13 Φ14

PC1 2.52 2.37 2.47 2.43 2.19 2.35 2.08 1.83 1.65 1.69 1.38 1.09 0.67 0.34
PC2 −1.70 −1.07 −0.16 0.14 0.54 0.42 0.40 0.31 0.58 0.41 0.56 0.48 0.41 0.33
PC3 0.27 0.06 −0.53 −0.22 −0.21 −0.18 −0.08 0.25 0.04 0.45 0.23 0.24 0.20 0.24
PC4 0.20 −0.15 0.15 −0.14 0.06 −0.04 −0.04 −0.27 0.08 −0.25 0.11 0.25 0.27 0.17
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Results do not change substantively between 4FGL, 4FGL-DR2 (and also 4FGL-DR3) 
point source catalogues

Zoom-in for some 
of the best models



Even when we allow for an additional stellar bulge component (probing MSPs) 
component, we still get preference for a dominant cuspy NFW-like profile

Zoom-in for some 
of the best models

Results do not change substantively between 4FGL, 4FGL-DR2 (and also 4FGL-DR3) 
point source catalogues



Ongoing Preliminary:

Comparison with Abazajian et al. 2020 results. 
We use their templates and still find a NFW-like GCE irrespective of 
the fitting method.

McDermott, Zhong, Cholis (2022 in prep.)



Ongoing Preliminary:
Further Tests of injected Mock Maps versus what we recover from the fits:

Zhong, Cholis, McDermott (2022 in prep.)



Ongoing Preliminary:
Further Tests on the GCE morphology with Alternative Wavelet based 
Masks:

Zhong, Cholis, McDermott (2022 in prep.)
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FIG. 16. Violin plots (green) representing the probability
density distributions of GCE-like residual fluxes from the 22
ROIs, whose centers are translated on the galactic disk. The
white dots inside the violins represent the median values and
the purple bars represent the interval between the 1st and
3rd quartile. The red line represents the mean. In yellow, we
present ±1� standard deviation.

model that best fits the observations. In order to limit
contamination from the GCE whose significance we seek
to evaluate, we omit the GCE itself as well as the fits from
the six regions centered at ` = ±5�, ±10�, ±15�. Thus,
the results in Fig. 16 provide the distributions of best-fit
values with respect to the remaining 22 ROIs centered
at 20�

 |`|  70�. We show these distributions across
all 14 energy bins. For each energy bin the violin plot
is evaluated using the 22 flux values from the 22 best
fit GCE-like emission spectra of the 22 translated ROIs.
As anticipated from Fig. 15, the average favored GCE-
like emission is negative, which is especially clear at the
lowest energies.

A. Covariance Matrix from Different ROIs

The fits across the different ROIs show in Fig. 16 en-
able the construction of a data covariance matrix. This
allows us to assess the impact of systematic astrophys-
ical uncertainties and bias in recovering GCE-like fea-
tures along the galactic disk, and therefore provides an
estimate of the systematic error budget incurred by our
template-fit procedure.

The data covariance matrix we construct is based on
the GCE-like fits performed in different regions. As for
the distributions shown in Fig. 16, we omit the GC and
the regions centered at ` = ±5�, ±10�, ±15� and we re-
strict to best-fit fluxes only. Thus, explicitly, we define
the covariance matrix as

⌃ij,mod =

⌧
E4 d�

dEi

d�

dEj

�
�

⌧
E2 d�

dEi

� ⌧
E2 d�

dEj

�
, (15)

where the notation h·i represents an average with respect
to the 22 different ROIs centered at 20�

 |`|  70� in

steps of 5� and d�
dEi

is the best-fit GCE-like flux from
the ith energy bin, for each given ROI. Each entry is
computed by taking the difference of the average of the
product and the product of the averages for the flux of
two energy bins. The matrix is by construction symmet-
ric and positive semi-definite, as is expected. The units
for each entry are the square of those of the fluxes from
Fig. 12.

For completeness, we also tested the results using all 80
models instead of the best-fits only, and we find that the
entries of ⌃ij,mod increase by roughly a factor of 2. Like-
wise, if we had used the best fits for all regions down to
` = ±5�, the entries of ⌃ij,mod would increase by roughly
30%. These approaches will likely overestimate the er-
rors associated to the template-fitting procedure, since
many of these models can be discarded based on their
log-likelihoods.

B. Truncated Covariance Matrix

Once the covariance matrix is configured, we approxi-
mate it via a Principal Component Analysis (PCA). We
do this to remove the small eigenvalues of the covariance
matrix, which are likely due to noise, thereby making its
inversion more robust. In fact, we want to ensure that
we do not count noise from other regions as a source of
systematic errors. In our analysis of the GCE spectrum,
we include the statistical noise of the best fit model in the
central 40�

⇥ 40� region. After doing the eigendecompo-
sition of the covariance matrix to obtain its eigenvalues
� and orthonormal eigenvectors v, we define

wi = �i/
X

i

�i, PCij =
p

�ivij , (16)

where the indices i and j each go over the 14 energy bins.
The matrix is recovered by ⌃jk,mod =

P14
i=1 PCT

ijPCik,
where T denotes the transpose. By “the ith principal com-
ponent” or “PCi”, we will mean the ith 14-entry vector
given in Eq. 16. As is evident, the overall sign of each PC
is ambiguous, since only their product with themselves is
known.

We display the results of the PCA of the systematic
error covariance matrix in Fig. 17, where we plot the top
3 PCs in units of residual flux, and we provide the values
of first four PC vectors in Tab. V. From Fig. 17, it is ev-
ident that PC 1 dominates the other two PCs, as should
be expected. The values of these first three principal
components are very close to those obtained in [17]. The
stability of the data covariance matrix despite increases
in the quantity of (and improvements in the quality of)
the underlying data, the new 4FGL-DR2 point source
catalog, the entirely new set of templates generated in
this work, and various different modeling choices adopted
over time supports our claim that this procedure captures
real systematic limitations to the template fit.

We find that
Pj=3
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TABLE V. The first four principal components of the systematic uncertainty contribution to the covariance matrix, defined as
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FIG. 17. The first three principal components from the sin-
gular value decomposition of the covariance matrix.
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We note that our fits to the GCE in the following section
are robust to including three or more principal compo-
nents, but the fit quality degrades substantially in all
cases if we use two or fewer PCs of the systematic covari-
ance matrix. For reference, we provide the entries of the
first four components of the PCA in Table V. We use the
first three of these components, as in Eq. 17; we report
the fourth to demonstrate that it indeed makes a smaller
contribution to the covariance matrix.

VII. INTERPRETATIONS

In this section, we consider possible interpretations
of the GCE as characterized in the preceding sections,
emphasizing two possibilities: a population of millisec-
ond pulsars (MSPs) and the annihilation of dark mat-
ter (DM) particles, as well as the combination of these
two underlying explanations. There are also other pos-
sibilities: for instance, cosmic-ray burst activity from
the region around the supermassive black hole. How-
ever, the MSPs interpretation comes with a relatively
well measured spectrum from gamma-ray observations
toward known galactic MSPs from other regions on the
sky. Also, the DM prompt emission spectrum can be

modeled once the DM mass and annihilation channels
are fixed. Thus these two interpretations provide spectra
that we can easily test. With cosmic-ray bursts from the
inner galaxy there is no independent observation or the-
ory that can give us a probable gamma-ray spectrum that
could then be tested in the fit. One would have to per-
form multiple simulations of bursts that each would give
its own suggested spectrum and morphology in the inner
galaxy which would then be fit to the residual GCE spec-
tra obtained in Fig. 12 and 14 in this work. As a general
pattern we expect cosmic-ray bursts to give a gamma-ray
emission spectrum described by either a simple power-
law, or one power-law at low gamma-ray energies that
transitions to a softer spectrum at higher gamma-ray en-
ergies [32–34]. These can be modeled phenomenologically
using a broken power-law or a single power law with an
exponential cutoff.
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The values GCEi are the ones depicted in Figs. 12 and
14, which have been given in Tab. IV for reference. The
covariance matrix is Cij = �2

i �ij +⌃ij,mod, where ⌃ij,mod

is defined in Eq. 17. We clarify again, that the covariance
matrix is evaluated by studying the systematic galactic
diffuse emission modeling uncertainties as described in
Section VI. Those are calculated by using the 40�

⇥ 40�

regions of interest along the galactic disk excluding the
central one the as shown in Fig. 16; and by using the
entirety of our 80 galactic diffuse emission models. We
test the DM, MSP and phenomenological burst-like spec-
tra on the data from the 40�

⇥ 40� region and also from
the north or south only regions. We will define ⌃ij,mod in
the north (south) to be 0.552(0.45)2 as large as ⌃ij,mod in
the full sky, since the north (south) accounts for roughly
55%(45%) of the total log-likelihood of the 40�

⇥40� win-
dow. Because we use 14 energy bins to characterize the
GCE, the indices i and j run from 1 to 14. The indices
k and ` run from 1 to the number of free parameters for
each model, Nfp, which ranges from 1 to 4 for the spectra
we consider. For the MSP explanation, since we fix its
spectrum we take only one free parameter, its normaliza-
tion. For DM we have two parameters, the mass and the
annihilation channel, which we assume is to only a single
species of Standard Model particle. The power-law plus
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And a little extra positrons….
Utilizing cosmic-ray positron and electron observations to probe

the averaged properties of Milky Way pulsars

Ilias Cholis 1* and Iason Krommydas 2†

1Department of Physics, Oakland University, Rochester, Michigan 48309, USA
2Physics Division, National Technical University of Athens, Zografou, Athens 15780, Greece

(Received 19 November 2021; accepted 4 January 2022; published 14 January 2022)

Pulsars have long been studied in the electromagnetic spectrum. Their environments are rich in high-
energy cosmic-ray electrons and positrons likely enriching the interstellar medium (ISM) with such
particles. In this work we use recent cosmic-ray observations from the AMS-02, CALET, and DAMPE
Collaborations to study the averaged properties of the local Milky Way pulsar population. We perform
simulations of the local Milky Way pulsar population, for interstellar medium assumptions in agreement
with a range of cosmic-ray nuclei measurements. Each such simulation contains ∼104pulsars of unique
age, location, initial spin-down power, and cosmic-ray electron/positron spectra. We produce more than
7× 103 such Milky Way pulsar simulations. We account for and study (i) the pulsars’ birth rates and the
stochastic nature of their birth, (ii) their initial spin-down power distribution, (iii) their time evolution in
terms of their braking index and characteristic spin-down timescale, (iv) the fraction of spin-down power
going to cosmic-ray electrons and positrons, and (v) their propagation through the interstellar medium and
the heliosphere. We find that pulsars of ages ∼105–107 yr, have a braking index that on average has to be 3
or larger. Given that electromagnetic spectrum observations of young pulsars find braking indices lower
than 3, our work provides strong hints that pulsars’ braking index increases on average as they age,
allowing them to retain some of their rotational energy. Moreover, we find that pulsars have relatively
uniform properties as sources of cosmic-ray electrons and positrons in terms of the spectra they produce
and likely release O ð10%Þ of their rotational energy to cosmic rays in the ISM. Finally, we find at ≃12GeV
positrons a spectral feature that suggests a new subpopulation of positron sources contributing at these
energies.

DOI: 10.1103/PhysRevD.105.023015

I. INTRODUCTION

Pulsars represent a class of energetic sources whose
properties have been probed over more than 50 years via
observations in the electromagnetic spectrum. Emission
from pulsars and their environments has been detected in
the radio, [1–8], infrared and visible [9–13], ultraviolet
[14,15], x rays [12,16–20], gamma rays [21–26], and most
recently, a clear detection of powerful Milky Way pulsars at
O ð10Þ TeV gamma rays has been established [27–32].
Most of the observed photons from pulsars and their
surrounding pulsar wind nebulae (PWNe) -where those
are present- originate from cosmic-ray electrons and
positrons and are emitted via curvature radiation [33,34],
synchrotron radiation [24,35,36] and at the highest energies
inverse Compton emission [24,37–39]. The fact that we
have observed O ð10Þ TeV gamma-rays from certain pul-
sars that are still surrounded by their respective PWN
clearly sets a lower limit on the electron and positron

cosmic-ray energies in these environments. We expect that
such pulsars will act as sources of cosmic-ray electrons and
positrons that are released into the interstellar medium
(ISM). In fact, we expect for electrons and positrons to be
further accelerated as they propagate through the termi-
nation shock of the respective PWNe before entering the
ISM [40,41]. If Milky Way pulsars are prominent sources
of high-energy cosmic-ray electrons and positrons then
we could expect to see their contribution to the relevant
cosmic-ray measurements and most notably in the cosmic-
ray positron flux spectrum.
Cosmic-ray positrons are produced in inelastic collisions

of high-energy cosmic-ray nuclei with the ISM gas and are
typically referred to as secondary positrons. In the same
type of interactions matter cosmic-ray secondary electrons
and secondary nuclei as boron are produced. Those have
been modeled in [42–50] and are in agreement with the
current observations [51–53]. A prominent exception is the
spectrum of the positron fraction eþ =ðeþ þ e−Þ, measured
by [54–57] to rise above 5 GeV, in disagreement with the
expectation from same type of models. This suggests an
additional source of high-energy cosmic-ray positrons.
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The profile for the GEV excess. Does it look 
like a DM signal?

The flux associated to the excess emission at 2 GeV vs galactic 
latitude: 3
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FIG. 1. Intensity of the Fermi GeV excess at 2 GeV as function of Galactic latitude (see text for details), compared with the
expectations for a contracted NFW profile (dotted line). Error bars refer to statistical ±1� uncertainties, except for Refs. [12, 13]
for which we take into account the quoted systematics coming from di↵erent astrophysical models. The result from Ref. [25] for
the higher-latitude tail and the preliminary results by the Fermi-LAT team [16] on the Galactic center include an estimate of
the impact of foreground systematics. In these cases, the adopted ROIs are shown as bands (for Ref. [25], overlapping regions
correspond to the north and south parts of the sky). Gray areas indicate the intensity level of the Fermi bubbles, extrapolated
from |b| > 10�, and the region where HI and H2 gas emission from the inner Galaxy becomes important.

in the inner few degrees, as well as the higher-latitude
tail up to  ⇠ 20�. We show the di↵erential inten-
sity at a reference energy of 2 GeV. At this energy the
putative excess emission is – compared to other fore-
grounds/backgrounds – strongest, so the uncertainties
due to foreground/background subtraction systematics
are expected to be the smallest.

The intensities were derived by a careful rescaling of
results in the literature that fully takes into account
the assumed excess profiles. In most works, intensities
are quoted as averaged over a given Region Of Interest
(ROI). Instead of showing these averaged values, which
depend on the details of the adopted ROI, we use the
excess profiles to calculate the di↵erential intensity at a
fixed angular distance from the GC. These excess pro-
files usually follow the predictions similar to those of
a DM annihilation profile from a generalized Navarro-
Frenk-White (NFW) density distribution, which is given
by

⇢(r) = ⇢s
r3
s

r�(r + rs)3��
. (1)

Here, rs denotes the scale radius, � the slope of the in-
ner part of the profile, and ⇢s the scale density. As ref-
erence values we will – if not stated otherwise – adopt
rs = 20 kpc and � = 1.26, and ⇢s is fixed by the re-
quirement that the local DM density at r� = 8.5 kpc is
⇢� = 0.4 GeV cm�3.

We note that the intensities that we quote from
Ref. [25] refer already to a b̄b spectrum and take into
account correlated foreground systematics as discussed
below. In the case of a broken power-law, the intensities
would be in fact somewhat larger.

We find that all previous and current results (with the
exception of Ref. [7], which we do not show in Fig. 1)
agree within a factor of about two with a signal morphol-
ogy that is compatible with a contracted NFW profile
with slope � = 1.26, as it was noted previously [14, 25].
As mentioned in our Introduction, the indications for a
higher-latitude tail of the GeV excess profile is a rather
non-trivial test for the DM interpretation and provides
a serious benchmark for any astrophysical explanation
of the excess emission. However, we have to caution
that most of the previous analyses make use of the
same model for Galactic di↵use emission (P6V11). An
agreement between the various results is hence not too
surprising. Instead in the work of Ref. [25], the ⇡0,
bremsstrahlung and ICS emission maps, where calcu-
lated as independent components, with their exact mor-
phologies and spectra as predicted from a wide variety
of foreground/background models. As it was shown in
Ref. [25], the exact assumptions on the CR propagation
and the Galactic properties along the line-of-sight can im-
pact both the spectrum and the morphology (which also
vary with energy) of the individual gamma-ray emission
maps. To probe the associated uncertainties on those

Calore, IC, McCabe, Weniger, PRD 2015

The excess signals from different analyses, agree within a factor of less 
than 2 in terms of total emission. 



A simple Question: Can the 
CSP Be Bright Enough?

1034 1035 1036

Maximum γ-ray luminosity, Lmax [erg s−1]

10−7

10−6

10−5

In
te
n
si
ty
,
Φ

5
[G

eV
−
1
cm

−
2
s−

1
sr

−
1
]

O
b
s.

M
S
P
s
in

d
is
kGCE intensity

dN
dL |L≤Lmax ∝ L−1.5

Inner Galaxy
wavelet analysis

Bartels et al., 1506.05104

• Given an assumption about the 
“luminosity function” (the 
dependence of NPS on LPS), 
can ask if “point source-y” PSs 
are compatible with unresolved 
PSs accounting for the GCE 

• Claim in 2015 was “yes” if the 
luminosity function had a 
power-law index αL=1.5



• Given an assumption about the 
“luminosity function” (the 
dependence of NPS on LPS), 
can ask if “point source-y” PSs 
are compatible with unresolved 
PSs accounting for the GCE 

• Claim in 2015 was “yes” if the 
luminosity function had a 
power-law index αL=1.5

An alternative Millisecond  
pulsars (recycled pulsars)
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The 4FGL Catalog

Abdollahi et al., 1902.10045



The 4FGL Catalog

Abdollahi et al., 1902.10045

10-12 erg/cm2/s ~ 0.7×1033 erg/s @ 8.5 kpc 

⟹Lthr(|b|>10o)~2×1033 erg/s



b-dependence of detection

Abdo et al., 1305.4385



The Masks of different Fermi 
Catalogs (#FGL)



What are wavelets?

Allow analysis of data in both time/space and 
frequency space 

Different type of structures 
will have a different power at 
different levels of the decom-
position (e.g. edges and other 
small scale structures  vs 
larger scale variations).

Wavelets can find these different structures.

Wavelets have been used in image compression (JPEG), de-
noising, fast signal identification, even in HEP data 



GCE: “Wavelet” search for point-like  
gamma-ray sources 

117 peaks (w/ S>4) ⊃ 109 peaks near 4FGL

Zhong, McDermott, IC, Fox, PRL 2020 (1911.12369)



How to characterize a 
Central Source Population?

dN/dL

L
Lmin LmaxLthr

L−αL
Lmin → gamma-ray physics

Lthr → detection threshold

Lmax → gamma-ray physics

αL → theory prior

Prior peaked at αL~1; strong 
preference for αL≤1.5 (various 
arguments)

0609359, 0610649, 1407.5583, 1411.0559, 1411.2980, …



Luminosity Function

dN/dL

L
Lmin LmaxLthr

L−αL

∫>thr L dN/dL dL  = stacked spectra

Lmin → gamma-ray physics

Lthr → detection threshold

Lmax → gamma-ray physics




Luminosity Function

dN/dL

L
Lmin LmaxLthr

L−αL

∫<thr L dN/dL dL “= GCE”
∫>thr L dN/dL dL  = stacked spectra

Lmin → gamma-ray physics

Lthr → detection threshold

Lmax → gamma-ray physics




Luminosity Function

dN/dL

L
Lmin LmaxLthr

L−αL
Lmin → 1029 erg/s

Lthr → 1034 erg/s

Lmax → 1035 erg/s

⟹ αL → 1.95 ± 0.05


Nsub → (3.5 ± 1.7)*106

if GCE is PSs, 
Lsub-threshold/Labove-threshold=4±1

(compare to Nvis ~ 47)
∫<thr L dN/dL dL “= GCE”

∫>thr L dN/dL dL  = stacked spectra



Luminosity Function?

dN/dL

L
Lmin LmaxLthr

L−αL

Lmin → 0

Lthr → 3×1034 erg/s

Lmax → 1035 erg/s

⟹ αL → 1.8 ± 0.05


(Nsub  diverges)

if GCE is PSs, 
Lsub-threshold/Labove-threshold=4±1

∫<thr L dN/dL dL “= GCE”
∫>thr L dN/dL dL  = stacked spectra



Luminosity Function

dN/dL

L
Lmin LmaxLthr

L−αL
Lmin → 0

Lthr → 3×1034 erg/s

Lmax → 1035 erg/s

⟹ αL → 1.8 ± 0.05


(Nsub  diverges!)

if GCE is PSs, 
Lsub-threshold/Labove-threshold=4±1

∫<thr L dN/dL dL “= GCE”
∫>thr L dN/dL dL  = stacked spectra

bottom line: αL<1.5 is strongly 
disfavored under any 

reasonable set of assumptions 
⟹ 

the GCE is not a large 
population of MSPs



Compare Spectra
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Implications for GCE
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Implications for GCE
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bottom line: MSPs are strongly 
disfavored under any 

reasonable set of assumptions 
on their luminosity properties  

⟹ 
the GCE is not a large 

population of MSPs

Leane & Slatyer PRD 2020
Zhong, McDermott, IC, Fox, PRL 2020 (1911.12369)



GCE: Template Fit Results
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Zhong, McDermott, IC, Fox, PRL 2020



Counting “Wavelet” Peaks

wavelet statistics change qualitatively with 4FGL!
60 diffuse models × 100 trials Zhong, McDermott, IC, Fox, PRL 2020



DM or Cosmic-Ray Burst activity still work

3 DM models × 60 diffuse models × 100 trials

No additional small-scale structure, 
so it looks just as good as diffuse-only



p (cosmic-ray proton)

target proton (in the ISM)

Collision

p

p

p p̄
(cosmic ray antiproton)

AMS-02 pbar/p ratio and Dark Matter

behavior which is distinct from that observed in the
antiproton-to-proton, antiproton-to-positron, and proton-
to-positron flux ratios.
To examine the rigidity dependence of the flux ratios

shown in Figs. 3(a) and 3(b) quantitatively in a model
independent way, Eq. (4) is fit to the flux ratios over their
rigidity ranges with a sliding window. For each flux ratio,
the width of the window varies with rigidity to have
sufficient sensitivity to the slope k such that each window
covers between four and eight bins. The variations of C and
slope kfor the (p̄=p) flux ratio are shown in Fig. 4. At low
rigidity the slope kcrosses zero, that is, the ratio reaches a
maximum at ∼20 GV as also clearly seen in the parameter
C. As seen from Fig. 5 of Supplemental Material [18], the
rigidity dependence of the (p̄=eþ) and (p=eþ) flux ratios
are nearly identical to that of the (p̄=p) flux ratio. Also
shown in Fig. 4, as well as in Fig. 5 of the Supplemental
Material [18], are the mean values of the flux ratios over the
intervals where they are rigidity independent.
In conclusion, with this measurement of the antiproton

flux and the (p̄=p) flux ratio, AMS has simultaneously
measured all the charged elementary particle cosmic ray
fluxes and flux ratios. In the absolute rigidity range ∼60 to
∼500 GV, the antiproton, proton, and positron fluxes are
found to have nearly identical rigidity dependence and the
electron flux exhibits a different rigidity dependence. In the
absolute rigidity range below 60 GV, the (p̄=p), (p̄=eþ),
and (p=eþ) flux ratios each reaches a maximum. In the
absolute rigidity range ∼60 to ∼500 GV, the (p̄=p),
(p̄=eþ), and (p=eþ) flux ratios show no rigidity depend-
ence. These are new observations of the properties of
elementary particles in the cosmos.
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FIG. 4. Sliding window fits of Eq. (4) to the (p̄=p) flux ratio
measured by AMS with parameter C (green, left axis) and the
slope k (blue, right axis). The green and blue shaded regions
indicate that the errors are correlated between adjacent points.
The points are placed at R0. The dashed blue line at k¼ 0 is to
guide the eye. The black arrow indicates the lowest rigidity above
which the flux ratio is consistent with being rigidity independent
and the black horizontal band shows the mean value and the
1-sigma error of the flux ratio above this rigidity.
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Signals of thermal DM

–Production (accelerators)
–Cosmic rays/indirect detection (PAMELA/
Fermi/WMAP...)

–Direct detection (DAMA/XENON/CDMS...)
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We use as benchmark antiproton production cross section the default in Galprop, i.e.,
the parameterization from [41]. In [15] we checked recent new updated models of the cross
section from [42] and [43], and we found that the results of the fit are substantially unchanged.
The main e↵ect is to slightly modify the region of parameter space preferred by DM at the
level of 20–30%, leaving unchanged the values of the minimal �2.

Adding a DM component significantly improves the global fit of the CR antiproton data.
This is due to a sharp spectral feature in the antiproton flux at a rigidity of about 20GV. Such
a feature cannot be described by the smooth spectrum of secondary antiprotons produced
by the interactions of primary protons and helium nuclei on the interstellar medium. The
spectrum from DM annihilation, on the other hand, exhibits such a sharp feature from the
kinematic cut-o↵ set by the DM mass. Adding a DM component thus provides a significantly
better description of the antiproton data.
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Figure 1. Cosmic-ray fit for the individual annihilation channels: gg (cyan), WW
⇤ (green), bb̄ (red),

ZZ
⇤ (blue), hh (pink) and tt̄ (orange) in the mDM-h�vi plane. We show the 1, 2, and 3� contours.

For comparison we display the thermal cross section (dashed horizontal line).

In figure 1 we present the preferred range of DM masses and annihilation cross sections
for the di↵erent SM annihilation channels. The regions are frequentist contour plots of the
two-dimensional profile likelihood obtained minimizing the �

2 with respect to the remaining
eleven parameters in the fit. They, thus, include the uncertainties in the CR source spectra
and CR propagation. All channels provide an improvement compared to a fit without DM:
we find a �

2/(number of degrees of freedom) of 71/165 for the fit without DM, which is
reduced to 46/163 (bb̄), 48/163 (hh), 50/163 (gluons and/or light quarks), 50/163 (WW

⇤),
46/163 (ZZ

⇤), and 59/163 (tt̄), respectively, when adding a corresponding DM component
(see also Table 1). Formally, ��

2 = 25 for the two extra parameters introduced by the DM
component with annihilation into bb̄ corresponds to a significance of 4.5, although such an
estimate does not account for possible systematic errors.

Figure 1 also shows that di↵erent annihilation channels would imply di↵erent preferred
DM masses, ranging from mDM ⇡ 35GeV for gluons and/or light quarks to mDM near the
Higgs and top mass for annihilation into Higgs or top-quark pairs, respectively. For all the
channels, the fit points to a thermal annihilation cross section h�vi ⇡ 3⇥ 10�26 cm3/s.
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Figure 2. Joint fit to CR fluxes, the GCE and dwarf galaxies for the individual SM annihilation
channels in the mDM-h�vi plane. We show the 1, 2, and 3� contours. For comparison we display the
thermal cross section (dashed horizontal line).

– 5 –

Cuoco et al JCAP 2017

Connection with the Galactic Center Excess:
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Signals of thermal DM

–Production (accelerators)
–Cosmic rays/indirect detection (PAMELA/
Fermi/WMAP...)

–Direct detection (DAMA/XENON/CDMS...)
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Could we have an 
additional contribution?

AMS Coll. PRL.117.091103 (2016)



What about the Antiproton to Proton Ratio
Uncertainties?

Antiprotons background uncertainties are very large. 

They are associated with: 

i) the antiproton production cross-section from CR 
protons and heavier nuclei collisions with the ISM 
gas

ii) the propagation of CRs through the ISM

iii) Solar Modulation (the propagation of CRs through 
the Heliosphere)



Combining all uncertainties together and 
marginalizing over them:

IC, Hooper, Linden PRD 2017 

DM?
SNR physics



Looking at the antiproton to proton ratio find an the 
excess at~3 sigma

IC, Tim Linden, Dan Hooper 
PRD 2019 
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FIG. 8. Contours of the 1� and 2� best-fit in the plane of DM mass and annihilation cross section. We overlay the result of
the two different methods to treat cross section uncertainties, the covariance matrix approach and the joint fit, with our default
fit. For comparison we show the limit for the DM annihilation cross section derived from the observation of dwarf spheroidal
galaxies [79] and the 2� best-fit region of the GCE [80].

point of view. The cross-section (shape) uncertainties are most severe at low energies, while at higher energies only
the normalization is uncertain. Therefore, it is not very surprising that the results of both methods are very similar.
If, however, we include data at low energies, the picture changes. We investigated how the best-fit parameters are
affected by the two methods and find that both methods have a still small, but similar effect on the parameter space.
Furthermore, we observe that the error contours of the covariance matrix method are a bit larger compared to the
joint fit method, in other words, the former is more conservative. We regard this as proof of concept: The covariance
matrix method, which is easier to implement and less time consuming in the fit, is a reasonable approximation to the
more complete joint fit method.

The above results are somehow at odds with the results of [15], where flat p̄ residuals are achieved down to 1 GV
and no significant preference for a DM signal (a global significance of 1.1�) was found. The authors of this study
use a covariance matrix method to account for the cross-section uncertainties. They conclude that the inclusion of
these uncertainties is the main reason why their analysis does not provide a hint for DM. Nonetheless, the results
shown above indicate that the cross-section uncertainties do not have such a strong impact. An important difference
is that in [15] only the p̄ spectrum is fitted, with the source terms for p̄ being fixed using the observed p and He
spectra corrected for solar modulation. This has the advantage that the injection parameters do not need to be fitted,
although it requires some assumption on how to extrapolate the observed local p and He spectra to the ones for the
whole Galaxy needed for the secondary source terms. Instead, in our approach p̄, p and He are fitted simultaneously
and we include p and He injection parameters in the fit. Fitting the p and He spectra provides extra constraints on the
propagation with respect to fitting p̄ only. For example, it is well known, e.g., [81], that strong reacceleration produces
a low-energy (<⇠ 10 GeV) bump in the p spectrum, which is not observed. The p spectrum, thus, provides strong
constraints on the amount of reacceleration, although this is, in part, degenerate with the break in the injection [81].
We thus suspect that in [15] it is possible to accommodate the secondary p̄ spectrum, while this is not possible
anymore when constraints from p and He are included as it is the case in our analysis. Further differences concern
a different treatment of reacceleration (which in [15] is confined to the Galactic disk only, while it is uniform over
the whole diffusion region in our case), adiabatic energy losses from convection and a two-dimensional source term
distribution used in our analysis. Therefore a direct comparison is not easily achievable and would require a substantial
modification of our setup, which is left for future work.

V. AMS-02 CORRELATIONS

With the era of space-based CR detectors the statistics and quality of collected data have significantly increased.
This also means that the relative weight of systematic uncertainties with respect to the statistical error has become
more important. For example, the error budget of the measured proton and helium spectra is now completely
dominated by systematics in most of the energy range. The question of how to assess and treat these uncertainties
in a statistically correct way has thus become more pressing. The commonly used strategy is to add statistic and

A. Cuoco et al. PRD 2019 
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There is an unexpected amplitude on the flux of anti-He 

Poulin, Salati, IC, Kamionkowski, Silk 
PRD 2019

Factor of ~30 (    )⇡3

Factor of ~10^4 (?!)

AMS-Sensitivity



Anti-deuterons Uncertainties

IC, Linden, Hooper  PRD 2020
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Diffusive re-acceleration in 
regions of high turbulence 
can reshape antimatter 
cosmic-ray spectra from 
energies where instruments 
can not detect them to 
energies where AMS02  and 
future GAPS can.

IC, Linden, Hooper  
PRD 2020


