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Tevatron

Proton-antiproton collider operating at a collision energy of 1.8 
TeV in 1992–96 (Run I) and 1.96 TeV in 2001–11 (Run II)


Highest-energy collider until 2010

๏ Located at Fermilab near Chicago


๏ 1 km radius


๏ 1976: Construction started


๏ 1985: Commissioning


๏ 1987: CDF Run 0


๏ Continuous upgrades over 25 years 
of operations

CDF

D0



Costas VellidisHEP2022 — Thessaloniki — 15/6/2022 4

CDF

Lepton coverage:

|η| < 1.5 (muons)

|η| < 2.0 (electrons)


Jets up to |η| < 2.8


b-tagging with

|η| ≲ 1.4


Dijet mass

resolution: ~16%

η = - ln [ tan(θ/2) ]               pT = p sinθ

1.4 T

First CDF pp event: 1985

End of operations: 2011

－
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The W boson mass in the Standard Model

✓ α(MZ) = 1 / 127.918(18)


✓ GF = 1.16637(1)×10-5  GeV2


✓ MZ = 91.1876(21)  GeV

The electroweak gauge sector of the SM is described by 3 free parameters (g, g’, v), 
which are constrained by 3 precisely measured observables:

Fine structure constant 
from EM measurements


Fermi constant from 
muon life time


Pole mass of Z boson 
from LEP energy scan

These parameters constrain other electroweak observables, e.g. MW = g v / 2 :

MW =
MZ

2
1 + 1 −

8πα
GFM2

Z
(1+Δr)

Loop corrections

α =
g2g′￼2

4π(g2 + g′￼2 )

GF =
1

2 v2

MZ =
v
2

g2 + g′￼2

arXiv:1902.05142

 MW provides a very sensitive probe of internal consistency of the SM⇒

PDG 2020
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Loop corrections to MW

H, Z, γ

W W
+W W

t

b

MW = 80357 ± 4inputs ± 4theory MeV = 80357 ± 6 MeVSM expectation for MW :
PDG 2020

H, Z, γ

W W
W

Global fits confirm the SM expectation down to the MeV level

⇒ Δr ∼ m2
t , ln MH , Δα , …

Running EM 
coupling

Δα(5)
had(M

2
Z)
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Status of MW measurements
2 53. Mass and width of the W boson
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Figure 53.1: Measurements of the W-boson mass by the LEP, Tevatron and LHC
experiments.

Good agreement between the LEP and Tevatron results is observed. Combining these
results, assuming no common systematic uncertainties between the LEP and the Tevatron
measurements, yields an average W mass of MW = 80.385± 0.015 GeV and a W width
of ΓW = 2.085± 0.042 GeV.

At the 2016/17 winter conferences, the ATLAS collaboration presented a measurement
of the mass of the W boson in pp collisions at

√
s = 7 TeV, MW = 80.370± 0.019 GeV,

since then published [6], which is compatible with the above world average and of
similar precision to the best measurements of CDF and D0. Assuming a Tevtaron/LHC
common PDF uncertainty of 7 MeV [7], this results in a new world average of
MW = 80.379± 0.012 GeV.

The LEP, Tevatron and LHC results on mass and width, which are based on all results
available, are compared in Fig. 53.1 and Fig. 53.2. The Standard Model prediction from

June 1, 2020 08:27
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Figure 5: Contours at 68% and 95% CL obtained from scans of MW versus mt for the fit including (blue)
and excluding the MH measurement (grey), as compared to the direct measurements (green vertical and
horizontal 1� bands, and two-dimensional 1� and 2� ellipses). The direct measurements of MW and mt are
excluded from the fits.

When evaluating sin2✓`
e↵

through the parametric formula from Ref. [69], an upward shift of 2 ·10�5

with respect to the fit result is observed, mostly due to the inclusion of MW in the fit. Using
the parametric formula the total uncertainty is larger by 0.6 · 10�5, as the global fit exploits the
additional constraint from MW . The fit also constrains the nuisance parameter associated with the
theoretical uncertainty in the calculation of sin2✓`

e↵
, resulting in a reduced theoretical uncertainty

of 4.0 · 10�5 compared to the 4.7 · 10�5 input uncertainty.

The mass of the top quark is indirectly determined to be

mt = 176.4± 2.1 GeV , (4)

with a theoretical uncertainty of 0.6 GeV induced by the theoretical uncertainty on the prediction of
MW . The largest potential to improve the precision of the indirect determination of mt is through
a more precise measurement of MW . Perfect knowledge of MW would result in an uncertainty on
mt of 0.9 GeV.

The strong coupling strength at the Z-boson mass scale is determined to be

↵S(M
2

Z) = 0.1194± 0.0029 , (5)

which corresponds to a determination at full next-to-next-to leading order (NNLO) for electroweak
and strong contributions, and partial strong next-to-NNLO (NNNLO) corrections. The theory
uncertainty of this result is 0.0009, which is shared in equal parts between missing higher orders
in the calculations of the radiator functions and the partial widths of the Z boson. The most
important constraints on ↵S(M2

Z
) come from the measurements of R0

`
, �Z and �

0

had
, also shown in

Fig. 6. The values of ↵S(M2

Z
) obtained from the individual measurements are 0.1237±0.0043 (R0

`
),

PDG 2020 (results as of 2017) Gfitter 2018: 1803.01853

A mild (1-2σ) tension between global fit 
and direct measurements

Need more precise measurements of MW and mt in order to test efficiently the internal 
consistency of the SM and look for signs of new physics



Costas VellidisHEP2022 — Thessaloniki — 15/6/2022 8

MW sensitivity to physics beyond SM

Similar to the SM case, MW can be affected through loop corrections arising from 
particles proposed by various BSM theories

• Theories attempting to provide a deeper explanation of the Higgs sector:


‣ Supersymmetry


‣ Compositeness


‣ New strong interactions


‣ Extended Higgs sector

• Theories of Dark Matter particles


• Extended gauge sector

Illustrative example:  Inclusion of an additional scalar 
particle with no SM charges, which mixes with the 
SM Higgs boson [PRD 90, 114018 (2014)]
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Figure 2: Upper panels: full one–loop evaluation of �r ⌘ �rsing (left) and �mW ⌘ msing

W
�mexp

W

(right) for di↵erent heavy Higgs masses [mH0] with fixed [mh0 = 125.7 GeV], as a function of
the mixing angle [sin↵]. Lower panels: likewise, for di↵erent light Higgs masses [mh0] and fixed
[mH0 = 125.7 GeV]. The corresponding SM predictions (the experimental values) are displayed
in dashed (dotted) lines. The shaded bands illustrate the 1� and 2� C.L. exclusion regions.
Compatibility with the LHC signal strength measurements requires | sin ↵| . 0.42 (upper panels)
and | sin↵| & 0.91 (lower panels) (c.f. section 3.4).

3.3 Numerical analysis

In the following we present an upshot of our numerical analysis. Figures 2 and 3 illustrate the
behavior of �r ⌘ �rsing and �mW ⌘ msing

W
�mexp

W
under variations of the relevant singlet model

parameters. In Figure 2 we portray the evolution of both quantities with the mixing angle, for
illustrative Higgs companion masses. In the upper panels the SM–like Higgs particle is identified
with the lightest singlet model mass–eigenstate [h0]. We fix its mass tomh0 = 125.7 GeV and sweep
over a heavy Higgs mass range mH0 = 200 � 1000 GeV. The complementary case [mH0 = 125.7
GeV > mh0] is examined in the lower panels, with a variable mass for the second (light) Higgs
spanning mh0 = 5 � 125 GeV. The results shown for �r are referred to both the SM prediction
[�rSM] and the experimental value [�rexp]. The latter follows from Eq. (2) with the experimental
inputs [125]

mexp

W
= 80.385± 0.015GeV mZ = 91.1876± 0.0021GeV

↵em(0) = 1/137.035999074(44) GF = 1.1663787(6) 10�5GeV�2
, (27)

wherefrom we get

9

α = mixing angle

Scenario 1: 
Light scalar is 
the SM Higgs, 
heavy scalar is 
the new particle

Scenario 2: 
Heavy scalar is 
the SM Higgs, 
light scalar is 
the new particle



Costas VellidisHEP2022 — Thessaloniki — 15/6/2022 9

MW measurement at hadron colliders

W

q1

q̄2

q3

q̄4

h1

h2

............

Fully reconstructable final state 
but very poor resolution of jets

W

q1

q̄2

ℓ
νℓ

h1

h2

.......

Partially reconstructable final state 
but very good resolution of lepton

Tevatron: quark annihilation dominates (~80%)

LHC: gluon-initiated processes dominate, e.g.:

h1 = p, h2 = p̄ ⇒
h1 = p, h2 = p ⇒

⃗p ℓ
T

⃗p ν
T = − ∑

final state

⃗p T = ⃗/ET (MET)

mT = 2pℓ
Tpν

T [1 − cos(ϕℓ − ϕν)]

⇒Can measure:
Fit MW to pTl, pTν, 
and mT spectra

g
q

W ℓ
νℓ

h1

h2

q′￼

q
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✦ The NNPDF3.1 set at NNLO in αs is used for parton 
densities in the proton [http://nnpdf.mi.infn.it]


✦ Built from gaussian-sampled “replicas” of data as inputs 
to ML algorithms


✦ Use 25 eigenvector PDF sets derived from 1000 replicas


✓ Compute δMW from each eigenvector PDF


✓ Estimate the uncertainty of 3.9 MeV on MW from the 
rms fit values obtained from the 25 eigenvectors

W

q1

q̄2

p
NNPDF

➡ Calculates 


➡ Calculation applies resummation of 
gluon ISR at NNLL, matched to NLO 
fixed-order matrix element

dσ /(dpW
T dyW dMW dcosθℓ dϕℓ)

y =
1
2

ln
E + pz

E − pz

W

q1

q̄2

ℓ

νℓ

γ

g

ResBos

Photos

Validations confirm MW systematic 
uncertainty of 3 MeV due to EM 
radiation

W/Z boson production and decay model

http://nnpdf.mi.infn.it
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Signal simulation and template fitting

❖ All signals are simulated using a custom Monte Carlo model


★ Generate templates of the fit variable as a finely-spaced function of MW


★ Perform binned maximum likelihood fits of the templates to the data


❖ The fast custom Monte Carlo makes smooth, high-statistics templates


★ And provides analysis control over key components of the simulation

28

Signal Simulation and Template Fitting
● All signals simulated using a Custom Monte Carlo

– Generate finely-spaced templates as a function of the fit variable

– perform binned maximum-likelihood fits to the data

● Custom fast Monte Carlo makes smooth, high statistics templates

– And provides analysis control over key components of the simulation  

● We will extract the W mass from six kinematic distributions: Transverse mass,
charged lepton pT and missing ET using both electron and muon channels

MW = 80 GeV

MW = 81 GeV
Monte Carlo template

Example:
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W and Z boson samples

• Integrated luminosity (collected between February 2002 — September 2011):


- L = 8.8 fb-1  for both electron and muon channels


- Identical running conditions for both channels guarantee cross-calibration


• Event selection gives fairly clean samples:


- Mis-identification backgrounds ~0.5% of the signal

Sample Candidates

 W → electron 1 811 700

 Z → electrons 66 180

 W → muon 2 424 486

 Z → muons 238 534
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Analysis strategy
Energy scale measurements drive the W mass measurement


✴ Tracker calibration


✓ Alignment of the Central Outer Tracker (COT) (2520 cells, 30240 sense wires) 
using cosmic rays


✓ COT momentum scale and non-linearity constrained using J/ψ → μμ and Υ → μμ 
mass fits


✓ Calibration confirmed using Z → μμ mass fit


✴ EM calorimeter calibration


✓ COT momentum scale transferred to EM calorimeter using a fit to the peak of 
the E/p spectrum, around E/p ~ 1


✓ Calorimeter energy scale confirmed using Z → ee mass fit


✴ Tracker and EM calorimeter resolutions


✴ Hadronic recoil modelling


✴ “Blinded” measurements of MW in e and μ channels
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Using the momentum scale extracted 
from J/ψ / Υ → μμ data, perform “blind” 
measurement of MZ from Z → μμ data

Measured MZ consistent with PDG value of 91188 MeV
MZ = 91192.0 ± 6.4stat ± 2.3mom. scale ± 3.1QED ± 1.0align. MeV
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) MeVstat 6.5± = (91192.4 ZM
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-5
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5
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µµ→Z

Figure 3: (Left) The fitted Z → µµ mass using the COT momentum scale derived from
J/ψ → µµ and Υ → µµ mass fits. The arrows indicate the fit range. (Right) The difference
between data and simulation, normalized by its statistical error.

5 Z → ee Mass Measurement

The CEM energy scale has been set using the E/p distribution of the electrons from W → eν
and Z → ee data, including both the overall scale and the non-linearity, as well as the tuning
of the passive material [2]. Using the settings, the maximum-likelihood fit to the inclusive
Z → ee sample is shown in Fig. 4. Referring to [2] for the systematic uncertainties on the
Z → ee mass fit due to E/p calibration and to [5, 7] for the systematic uncertainty due to
QED radiative corrections, we measure

MZ = (91 194.0 ± 13.9 stat ± 6.5E/p ± 2.3momentum ± 0.8αθ
± 0.7QED) MeV (10)

which is consistent with the world-average value within 0.4 σ. “momentum” refers to the
track momentum calibration uncertainty from Eqn. 5 and “alignment” refers to the uncer-
tainty from αθ in Eqn. 1. We can convert this measurement to an independent calibration
of the CEM energy scale ∆SE ≡ SE − 1,

(∆SE)Zmass = (70 ± 164stat ± 8αθ
± 24β ± 4κγ ± 22world) ppm (11)

where we do not include the QED systematic uncertainty because the latter is strongly
correlated between the W and Z boson mass measurements. The uncertainty due to the
CEM non-linearity is denoted by β [2] and the uncertainty due to the secondary CEM
resolution is denoted by κγ [2], where uncertainty in this context refers to the difference in
the shift in the W boson mass and the Z boson mass due to a 1σ change in these parameters.

Combining with the E/p-based energy scale which was set to unity, but has an uncertainty
of 76 ppm (shown as the systematic uncertainty in Eqn. 10) from the track momentum and
cluster energy and non-linearity calibrations and QED radiative corrections, we obtain the

6

χ2/dof = 33 / 30 

Pχ2 = 29 % 

PKS = 88 %

• Data 
Simulation

Final calibration using all J/ψ / Υ / Z → μμ 
fits yields an uncertainty of 2 MeV on MW

Combined momentum scale:

Δp/p = (−1389 ± 25syst) parts per million

5

 >                   
µ

T
< GeV / p0 0.2 0.4

) 
  

  
  

  
  

 
o
o

/o
 p

/p
 (

Δ

-1.6

-1.4

-1.2

A µµ→ψJ/
µµ→Υ
µµ→Z

combined

)  νe→E/p (W

1 1.2 1.4 1.6

E
ve

n
ts

 /
 0

.0
0

7
  

 

0

50

310×

 ppmstat 43± = 12 ESΔ

/dof = 39 / 332χ

 = 21 %2χP

 = 69 %KSP

B

FIG. 2: Calibration of track momentum and electron’s calorimeter energy. (A) Fractional deviation of
momentum ∆p/p (per mille) extracted from fits to the J/ψ → µµ resonance peak as a function of the mean muon
unsigned curvature 〈1/pµT 〉 (blue circles). A linear fit to the points, shown in black, has a slope consistent with zero
(17± 34 keV). The corresponding values of ∆p/p extracted from fits to the Υ → µµ and Z → µµ resonance peaks
are also shown. The combination of all these ∆p/p measurements yields the momentum correction labelled
“combined” which is applied to the lepton tracks in W -boson data. Error bars indicate the uncorrelated
uncertainties (total uncertainty) for the individual boson measurements (combined correction). (B) Distribution of
E/p for the W → eν data (points) and the best-fit simulation (histogram) including the small background from
hadrons misreconstructed as electrons. The arrows indicate the fitting range used for the electron energy calibration.
The relative energy correction ∆SE , averaged over the calibrated W and Z-boson data (see Fig. S13 in [63]), is
compatible with zero. In this and other figures, “PKS” refers to the Kolmogorov-Smirnov probability of agreement
between the shapes of the data and simulated distributions.

uncertainty relative to the LHC, where W bosons are produced from quarks or antiquarks and gluons, the latter
of which have less-precisely known momentum distributions. The moderate collision energy at the Tevatron further
restricts the parton momenta to a range in which their distributions are known more precisely, compared to the
relevant range at the LHC. The LHC detectors partially compensate with larger lepton rapidity coverage. The
improved lepton resolution at the LHC detectors has a minor impact on the MW uncertainty. Although the LHC
dataset is much larger, the lower instantaneous luminosity at the Tevatron and in dedicated low-luminosity LHC runs
helps to improve the resolution on certain kinematic quantities, compared to the typical LHC runs.

The data sample corresponds to an integrated luminosity of 8.8 inverse femtobarns (fb−1) of pp̄ collisions collected
by the CDF II detector [43] between 2002 and 2011, and supersedes the earlier result obtained from a quarter of
these data [41, 43]. In this cylindrical detector (figure 3 of [43]), trajectories of charged particles (tracks) produced in
the collisions are measured by means of a wire drift chamber (a central outer tracking drift chamber, or COT) [48]
immersed in a 1.4 T axial magnetic field. Energy and position measurements of particles are also provided by EM and
hadronic calorimeters surrounding the COT. The calorimeter elements have a projective tower geometry, with each
tower pointing back to the average beam collision point at the center of the detector. Additional drift chambers [49]
surrounding the calorimeters identify muon candidates as penetrating particles. The momentum perpendicular to the
beam axis (cylindrical z-axis) is denoted as pT (if measured in the COT) or ET (if measured in the calorimeters).
The measurement uses high-purity samples of electron and muon (together referred to as lepton) decays of the W±

bosons, W → eν and W → µν, respectively (e, electron; ν, neutrino; µ, muon).

W and Z boson event selection

Events with a candidate muon with pT > 18 GeV or electron with ET > 18 GeV [50] are selected online by the trigger
system for offline analysis. The following offline criteria select fairly pure samples of W → µν and W → eν decays.
Muon candidates must have pT > 30 GeV, with requirements on COT-track quality, calorimeter-energy deposition, and
muon-chamber signals. Cosmic-ray muons are rejected with a targeted tracking algorithm [51]. Electron candidates
must have a COT track with pT > 18 GeV and an EM calorimeter-energy deposition with ET > 30 GeV, and must
meet requirements for COT track quality, matching of position and energy measured in the COT and in the calorimeter
(ET /pT < 1.6), and spatial distributions of energy depositions in the calorimeters [43]. Leptons are required to be
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FIG. 2: (Left) Fractional deviation of momentum ∆p/p extracted from fits to the J/ψ → µµ resonance peak as a
function of the mean muon unsigned curvature 〈1/pµT 〉 (blue circles). A linear fit to the points, shown in black, has a
slope consistent with zero (17± 34 keV). (Right) Distribution of E/p for the W → eν data (points) and the best-fit
simulation (histogram) including the small background from hadrons misreconstructed as electrons. The arrows
indicate the fitting range used for the electron energy calibration. The relative energy correction ∆SE , averaged
over the calibrated W and Z-boson data (see Fig. 18 in the supporting online material for this paper), is compatible
with zero.

Events with a candidate muon with pT > 18 GeV or electron with ET > 18 GeV [37] are selected online by the182

trigger system for offline analysis. The following offline criteria select fairly pure samples of W → µν and W → eν183

decays. Muon candidates must have pT > 30 GeV, with requirements on COT-track quality, calorimeter-energy184

deposition, and muon-chamber signals. Cosmic-ray muons are rejected with a targeted tracking algorithm [38].185

Electron candidates must have a COT track with pT > 18 GeV and an EM calorimeter-energy deposition with186

ET > 30 GeV, and pass requirements on COT track quality, matching of position and energy measured in the COT187

and in the calorimeter (ET /pT < 1.6), and spatial distributions of energy depositions in the calorimeters [31]. Leptons188

are required to be central in pseudorapidity (|η| < 1) [37] and within the fiducial region where the relevant detector189

systems have high efficiency and uniform response. When selecting the W -boson candidate sample, we suppress the190

Z-boson background by rejecting events with a second lepton of the same flavor. Events containing two oppositely-191

charged leptons of the same flavor with invariant mass in the range 66–116 GeV and with dilepton pT less than 30 GeV192

provide Z-boson control samples (Z → ee, Z → µµ) to measure the detector response, resolution and efficiency as193

well as the boson pT distributions. The details of the event selection criteria are in Ref. [31].194

The W -boson mass is inferred from the kinematic distributions of the decay leptons. Since the neutrino from the195

W -boson decay is not directly detectable, its transverse momentum pνT is deduced by imposing transverse momentum196

conservation. Longitudinal momentum balance cannot be imposed because most of the beam momenta are carried197

away by collision products that remain close to the beam axis, outside the instrumented regions of the detector.198

Fortunately, such products have small transverse momentum. The transverse momentum vector sum of all detectable199

collision products accompanying the W or Z boson is defined as the hadronic recoil $u = ΣiEi sin(θi)n̂i, where the sum200

is performed over calorimeter towers [39] with energy Ei, polar angle θi, and transverse directions specified by unit201

vectors n̂i. Calorimeter towers containing energy deposition from the charged lepton(s) are excluded from this sum.202

The transverse momentum vector of the neutrino $p ν
T is inferred as $p ν

T ≡ −$p "
T − $u from $pT conservation, where $p "

T is203

the vector pT (ET ) of the muon (electron). In analogy with a two-body mass, the W -boson transverse mass is defined204

using only the transverse momentum vectors as mT =
√

2 ( p"T pνT − $p "
T · $p ν

T ) [40]. High-purity samples of W bosons205

are obtained with the requirements 30 < p"T < 55 GeV, 30 < pνT < 55 GeV, |$u| < 15 GeV, and 60 < mT < 100 GeV.206

This selection retains samples containing precise MW information and low backgrounds. The final samples of W and207

Z bosons consist of 1 811 649 (66 170) W → eν (Z → ee) candidates and 2 424 294 (238 537) W → µν (Z → µµ)208

candidates.209

The data distributions of mT , p"T , and pνT are compared to corresponding simulated line-shapes (“templates”) as210

functions of MW from a custom Monte Carlo simulation. A binned likelihood is maximized to obtain the mass and211

its statistical uncertainty. The kinematic properties of W and Z-boson production and decay are simulated using the212

resbos program [41], which calculates the differential cross section with respect to boson mass, transverse momentum213
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FIG. 2: Calibration of track momentum and electron’s calorimeter energy. (A) Fractional deviation of
momentum ∆p/p (per mille) extracted from fits to the J/ψ → µµ resonance peak as a function of the mean muon
unsigned curvature 〈1/pµT 〉 (blue circles). A linear fit to the points, shown in black, has a slope consistent with zero
(17± 34 keV). The corresponding values of ∆p/p extracted from fits to the Υ → µµ and Z → µµ resonance peaks
are also shown. The combination of all these ∆p/p measurements yields the momentum correction labelled
“combined” which is applied to the lepton tracks in W -boson data. Error bars indicate the uncorrelated
uncertainties (total uncertainty) for the individual boson measurements (combined correction). (B) Distribution of
E/p for the W → eν data (points) and the best-fit simulation (histogram) including the small background from
hadrons misreconstructed as electrons. The arrows indicate the fitting range used for the electron energy calibration.
The relative energy correction ∆SE , averaged over the calibrated W and Z-boson data (see Fig. S13 in [63]), is
compatible with zero. In this and other figures, “PKS” refers to the Kolmogorov-Smirnov probability of agreement
between the shapes of the data and simulated distributions.

uncertainty relative to the LHC, where W bosons are produced from quarks or antiquarks and gluons, the latter
of which have less-precisely known momentum distributions. The moderate collision energy at the Tevatron further
restricts the parton momenta to a range in which their distributions are known more precisely, compared to the
relevant range at the LHC. The LHC detectors partially compensate with larger lepton rapidity coverage. The
improved lepton resolution at the LHC detectors has a minor impact on the MW uncertainty. Although the LHC
dataset is much larger, the lower instantaneous luminosity at the Tevatron and in dedicated low-luminosity LHC runs
helps to improve the resolution on certain kinematic quantities, compared to the typical LHC runs.

The data sample corresponds to an integrated luminosity of 8.8 inverse femtobarns (fb−1) of pp̄ collisions collected
by the CDF II detector [43] between 2002 and 2011, and supersedes the earlier result obtained from a quarter of
these data [41, 43]. In this cylindrical detector (figure 3 of [43]), trajectories of charged particles (tracks) produced in
the collisions are measured by means of a wire drift chamber (a central outer tracking drift chamber, or COT) [48]
immersed in a 1.4 T axial magnetic field. Energy and position measurements of particles are also provided by EM and
hadronic calorimeters surrounding the COT. The calorimeter elements have a projective tower geometry, with each
tower pointing back to the average beam collision point at the center of the detector. Additional drift chambers [49]
surrounding the calorimeters identify muon candidates as penetrating particles. The momentum perpendicular to the
beam axis (cylindrical z-axis) is denoted as pT (if measured in the COT) or ET (if measured in the calorimeters).
The measurement uses high-purity samples of electron and muon (together referred to as lepton) decays of the W±

bosons, W → eν and W → µν, respectively (e, electron; ν, neutrino; µ, muon).

W and Z boson event selection

Events with a candidate muon with pT > 18 GeV or electron with ET > 18 GeV [50] are selected online by the trigger
system for offline analysis. The following offline criteria select fairly pure samples of W → µν and W → eν decays.
Muon candidates must have pT > 30 GeV, with requirements on COT-track quality, calorimeter-energy deposition, and
muon-chamber signals. Cosmic-ray muons are rejected with a targeted tracking algorithm [51]. Electron candidates
must have a COT track with pT > 18 GeV and an EM calorimeter-energy deposition with ET > 30 GeV, and must
meet requirements for COT track quality, matching of position and energy measured in the COT and in the calorimeter
(ET /pT < 1.6), and spatial distributions of energy depositions in the calorimeters [43]. Leptons are required to be
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Figure 20: Fitted ∆p/p of the seventh (left) and eighth (right) 〈1/pµ
T 〉 bin in Fig. 10.
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Figure 21: Fitted ∆p/p of the ninth (left) and tenth (right) 〈1/pµ
T 〉 bin in Fig. 10.
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Figure 22: Fitted ∆p/p of the eleventh (left) and twelfth (right) 〈1/pµ
T 〉 bin in Fig. 10.

B Modeling uncertainty in the J/ψ → µµ analysis

To test the sensitivity of our kinematic cuts to unmodelled effects such as trigger effi-
ciency, we have varied the transverse momentum cut by 200 MeV in both the data and

• Data 
Simulation

Set by using J/ψ - Υ - Z → μμ resonances

➡ Fit the J/ψ mass in bins of 1/pT(μ) to measure the momentum scale at low pT(μ) — 
J/ψ mass independent of pT(μ) after 2.6% tuning of energy loss


➡ Fit the Υ mass to measure the momentum scale at higher pT(μ) and validate beam-
constraining procedure (Υ is prompt) by comparing the beam-constrained (BC) 
and non-beam-constrained (NBC) Υ mass fits

Tracking momentum scale
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Figure 4: (Left) The fitted Z → ee mass using the CEM energy scale derived from E/p-based
calibrations. The arrows indicate the fit range. (Right) The difference between data and
simulation, normalized by its statistical error.

final CEM energy scale using the BLUE method

∆SE = −14 ± 72 ppm (12)

to be used for the W boson mass measurement. The Z → ee mass-based calibration carries
a weight of 20% in this combination, and reduces the uncertainty by 10%.

6 Cross-checks

We fit the Z → ee mass peak reconstructed using the track momenta instead of the cluster
energies, as shown in Fig. 5. We find consistency within statistical uncertainty of this
mass measurement with the Z → ee mass using cluster energies at the 1.3σ level, and also
consistency with the Z → µµ mass measurement at the 1.5σ level statistically2.

For additional cross-checks, we separate the Z → ee inclusive sample into sub-samples
based on the value of E/p for the electrons. We define an electron with E/p < 1.11 as
non-radiative and an electron with E/p > 1.11 as radiative. We fit the three sub-samples
with combinations of radiative and non-radiative electrons with corresponding simulated
templates. The results are shown in Fig. 6 for mass reconstruction using cluster energies
and track momenta respectively. The sub-sample fits yield mass values that are consistent
with each other within statistical uncertainties.

The statistically most precise measurement of the Z → ee track mass is obtained by
combining the sub-sample fit results. Since the fit with two radiative electrons has negligible
statistical power, and since the non-radiative tracks are used to set the CEM energy scale

2This comparison includes the systematic uncertainty on the inclusive dielectron-track mass measurement
due to the detector material, which is 5 MeV and therefore has minimal effect on the comparison.

7

• Data 
Simulation

χ2/dof = 46 / 38 

Pχ2 = 16 % 

PKS = 93 %

✓ Perform “blind” measurement of MZ from Z → ee data using E/p-based calibration
Measured MZ consistent with PDG value of 91188 MeV

MZ = 91194.3 ± 13.8stat ± 6.5calor. ± 2.3mom. ± 3.1QED ± 0.8align. MeV

✓ Combine E/p calibration with Z → ee mass fit for maximum precision

Uncertainty on MW from final 
calorimeter calibration 5.8 MeV

ΔSE = (−14 ± 72) parts per million
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Figure 1: The calorimeter energy scale fitted from the E/p distribution of the W → eν data
(left) and Z → ee data (right). The best-fit value of SE and its statistical error is shown on
each plot, and the combined SE value is shown in Eqn. 1.

the front to the back, effectively reducing the response of the front layers. On the other hand,
the back layers are wider, increasing the attenuation in the back scintillators relative to the
front. By construction, the latter two effects are made to cancel each other by controlling,
as a function of depth, the reflectivity of the aluminum panels on the outer side of the
wavelength-shifter. Ultimately, small variations in these cancelling effects, and variations in
the thickness of the lead and scintillator layers as a function of depth, will contribute to a
depth-dependent response. The data are described by a response variation that is linear in
shower depth, which in turn varies logarithmically with shower energy

∆SE = β log(ET /39 GeV) . (2)

We use Eqn. 2 to simulate the CEM response in DukeSim [6, 7], and tune the value of β to
fit the W → eν and Z → ee data simultaneously. The best fit value of

β = (7.2 ± 0.40stat) × 10−3 (3)

describes the W and Z data on average, where these data are statistically consistent as
shown in Fig. 2. The simulation used for making Fig. 2 already includes the non-linearity
model of Eqn. 3.

4 Spatial and temporal uniformity

The spatial uniformity of the CEM response within a tower has been discussed in [8]. The
variation of SE as a function of tower pseudorapidity is shown in Fig. 3. The tower response
(averaged over east and west) has been tuned in the data by applying corrections at the 1%

3

χ2/dof = 39 / 33 

Pχ2 = 21 % 

PKS = 69 %

SE = (12 ± 43stat ± 30non−linear ± 34X0 ± 45track) × 10−6

• Data 
Simulation

ECAL/ptrack

Low tail used for tuning 
calorimeter thickness

High tail used for tuning 
radiative material model

➡ Energy loss distributions from GEANT4 calorimeter 
simulation tuned on data [NIMA 729 (2013) pp 25-35]


➡ Energy-dependent gain (non-linearity) determined 
from fits to W → eν and Z → ee E/p data in ET bins


➡ Resolution model = sampling term plus constant


‣ Coefficients fit to widths of E/p and Z → ee peaks

EM calorimeter response
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Hadronic recoil model

pT pZ
T = uT = |Δ ⃗p μ

T |

Muon

Muon

Hadronic recoil

u

pT

• Calorimeter towers containing lepton energy are removed from the hadronic recoil 
calculation


• Lost underlying event (UE) energy after lepton tower removal is recovered by 
rotating φ-windows in W boson data

• Exploit the similarity in the production 
and decay of W and Z bosons


• The detector response model for the 
hadronic recoil is tuned using the pT 
balance in Z → ll  events


• The transverse momentum of hadronic 
recoil u is calculated as 2D vector sum 
over calorimeter towers
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Background fractions & associated MW uncertainties

the isolation variables, that is the calorimeter energy and track momenta in a cone surrounding the muon candidate
with radius ∆R =

√

(∆η)2 + (∆φ)2 = 0.4 in the η−φ plane. The distribution of the NN output for the W -boson data
is fitted to the sum of the signal and background distributions, with the background fraction as the free parameter for
χ2 minimization. The signal sample is obtained from W → µν events generated with pythia [101, 102] and the CDF
geant-based simulation [86]. The background sample is obtained from data satisfying the W → µν selection criteria
except for the additional criteria of pνT < 10 GeV and uT < 45 GeV. The jet misidentification background is computed
separately for |η| < 0.6 and |η| > 0.6 since different muon detectors operate in these regions. The background fractions
are found to be consistent with each other and with zero. For the MW measurement we use the combined best-fit
fraction of (0.01± 0.04stat)%.

The decay-in-flight (DIF) background is caused by low-momentum, long-lived mesons such as pions or kaons de-
caying to muons in the tracking volume, resulting in the reconstruction of high-pT kinked tracks. As described in
Ref. [43], the pattern of hit residuals indicating such kinks, the track impact parameter, and the fit quality are used
to both reduce and estimate the DIF background. The distribution of the track fit χ2/dof from W → µν candidates
in the data are fit to a sum of signal and DIF background templates with the background fraction as the free param-
eter. Muons from Z → µµ data are used to provide the signal template and W → µν data with large track impact
parameters (2 < d0 < 5 mm) provide the DIF background template. The contamination of real W → µν events in
the background template due to the d0 resolution is taken into account using the Z → µµ data. The DIF background
fraction is estimated to be (0.20±0.14)%. Systematic uncertainties are estimated by comparing background templates
made from different impact-parameter regions and from different requirements on the hit residual patterns.

Muons from cosmic rays are removed with efficiency greater than 99% using a dedicated tracking algorithm [51].
The cosmic-ray background estimated for a previous data set [39] is reduced by the ratio of run-time to integrated
luminosity to obtain the background fraction of (0.01± 0.01)% in the current sample.

TABLE S6: Various background fractions in the
W → µν data set, and the corresponding uncertainties
on the mT , pµT , and pνT fits for MW due to background
normalization and shape (in parentheses). Where
applicable, a negative sign is used to indicate a
negative correlation between fits.

Fraction δMW (MeV)

Source (%) mT fit pµT fit pνT fit

Z/γ∗
→ µµ 7.37± 0.10 1.6 (0.7) 3.6 (0.3) 0.1 (1.5)

W → τν 0.880± 0.004 0.1 (0.0) 0.1 (0.0) 0.1 (0.0)

Hadronic jets 0.01± 0.04 0.1 (0.8) -0.6 (0.8) 2.4 (0.5)

Decays in flight 0.20± 0.14 1.3 (3.1) 1.3 (5.0) -5.2 (3.2)

Cosmic rays 0.01± 0.01 0.3 (0.0) 0.5 (0.0) 0.3 (0.3)

Total 8.47± 0.18 2.1 (3.3) 3.9 (5.1) 5.7 (3.6)

TABLE S7: Background fractions from various sources
in the W → eν data set, and the corresponding
uncertainties on the mT , peT , and pνT fits for MW due
to background normalization and shape (in
parentheses). Where applicable, a negative sign is used
to indicate a negative correlation between fits.

Fraction δMW (MeV)

Source (%) mT fit peT fit pνT fit

Z/γ∗
→ ee 0.134± 0.003 0.2 (0.3) 0.3 (0.0) 0.0 (0.6)

W → τν 0.94± 0.01 0.6 (0.0) 0.6 (0.0) 0.6 (0.0)

Hadronic jets 0.34± 0.08 2.2 (1.2) 0.9 (6.5) 6.2 (−1.1)

Total 1.41± 0.08 2.3 (1.2) 1.1 (6.5) 6.2 (1.3)

The mT , pµT , and pνT distributions for the various backgrounds are added to the signal simulation templates for the
MW fits. The background templates are obtained from the custom simulation for W and Z boson backgrounds, from
identified cosmic ray events for the cosmic ray background, and from muons in W → µν events with large d0 and
DIF-like hit residuals (isolation) for the decay-in-flight (hadronic jet) background. After including uncertainties on
the shapes of the distributions, the total uncertainties on the background estimates result in uncertainties of 3.9, 6.4,
and 6.8 MeV on MW for the mT , pµT , and pνT fits, respectively (Table S6).

B. W → eν Backgrounds

We model the Z/γ∗ → ee background using the custom simulation. It is important to model the uninstrumented
regions (cracks) in the EM calorimeter, and the EM and hadronic calorimeter response in these cracks. We tune the
custom simulation of these detector attributes using a control sample of Z/γ∗ → ee data, in which one electron is
the fiducial electron and the second is associated with a track pointing toward a crack region. The tuned simulation
reproduces the rate for the second electron to pass through the crack regions, as well as the distributions of the ratios

the isolation variables, that is the calorimeter energy and track momenta in a cone surrounding the muon candidate
with radius ∆R =

√

(∆η)2 + (∆φ)2 = 0.4 in the η−φ plane. The distribution of the NN output for the W -boson data
is fitted to the sum of the signal and background distributions, with the background fraction as the free parameter for
χ2 minimization. The signal sample is obtained from W → µν events generated with pythia [101, 102] and the CDF
geant-based simulation [86]. The background sample is obtained from data satisfying the W → µν selection criteria
except for the additional criteria of pνT < 10 GeV and uT < 45 GeV. The jet misidentification background is computed
separately for |η| < 0.6 and |η| > 0.6 since different muon detectors operate in these regions. The background fractions
are found to be consistent with each other and with zero. For the MW measurement we use the combined best-fit
fraction of (0.01± 0.04stat)%.

The decay-in-flight (DIF) background is caused by low-momentum, long-lived mesons such as pions or kaons de-
caying to muons in the tracking volume, resulting in the reconstruction of high-pT kinked tracks. As described in
Ref. [43], the pattern of hit residuals indicating such kinks, the track impact parameter, and the fit quality are used
to both reduce and estimate the DIF background. The distribution of the track fit χ2/dof from W → µν candidates
in the data are fit to a sum of signal and DIF background templates with the background fraction as the free param-
eter. Muons from Z → µµ data are used to provide the signal template and W → µν data with large track impact
parameters (2 < d0 < 5 mm) provide the DIF background template. The contamination of real W → µν events in
the background template due to the d0 resolution is taken into account using the Z → µµ data. The DIF background
fraction is estimated to be (0.20±0.14)%. Systematic uncertainties are estimated by comparing background templates
made from different impact-parameter regions and from different requirements on the hit residual patterns.

Muons from cosmic rays are removed with efficiency greater than 99% using a dedicated tracking algorithm [51].
The cosmic-ray background estimated for a previous data set [39] is reduced by the ratio of run-time to integrated
luminosity to obtain the background fraction of (0.01± 0.01)% in the current sample.

TABLE S6: Various background fractions in the
W → µν data set, and the corresponding uncertainties
on the mT , pµT , and pνT fits for MW due to background
normalization and shape (in parentheses). Where
applicable, a negative sign is used to indicate a
negative correlation between fits.

Fraction δMW (MeV)

Source (%) mT fit pµT fit pνT fit

Z/γ∗
→ µµ 7.37± 0.10 1.6 (0.7) 3.6 (0.3) 0.1 (1.5)

W → τν 0.880± 0.004 0.1 (0.0) 0.1 (0.0) 0.1 (0.0)

Hadronic jets 0.01± 0.04 0.1 (0.8) -0.6 (0.8) 2.4 (0.5)

Decays in flight 0.20± 0.14 1.3 (3.1) 1.3 (5.0) -5.2 (3.2)

Cosmic rays 0.01± 0.01 0.3 (0.0) 0.5 (0.0) 0.3 (0.3)

Total 8.47± 0.18 2.1 (3.3) 3.9 (5.1) 5.7 (3.6)

TABLE S7: Background fractions from various sources
in the W → eν data set, and the corresponding
uncertainties on the mT , peT , and pνT fits for MW due
to background normalization and shape (in
parentheses). Where applicable, a negative sign is used
to indicate a negative correlation between fits.

Fraction δMW (MeV)

Source (%) mT fit peT fit pνT fit

Z/γ∗
→ ee 0.134± 0.003 0.2 (0.3) 0.3 (0.0) 0.0 (0.6)

W → τν 0.94± 0.01 0.6 (0.0) 0.6 (0.0) 0.6 (0.0)

Hadronic jets 0.34± 0.08 2.2 (1.2) 0.9 (6.5) 6.2 (−1.1)

Total 1.41± 0.08 2.3 (1.2) 1.1 (6.5) 6.2 (1.3)

The mT , pµT , and pνT distributions for the various backgrounds are added to the signal simulation templates for the
MW fits. The background templates are obtained from the custom simulation for W and Z boson backgrounds, from
identified cosmic ray events for the cosmic ray background, and from muons in W → µν events with large d0 and
DIF-like hit residuals (isolation) for the decay-in-flight (hadronic jet) background. After including uncertainties on
the shapes of the distributions, the total uncertainties on the background estimates result in uncertainties of 3.9, 6.4,
and 6.8 MeV on MW for the mT , pµT , and pνT fits, respectively (Table S6).

B. W → eν Backgrounds

We model the Z/γ∗ → ee background using the custom simulation. It is important to model the uninstrumented
regions (cracks) in the EM calorimeter, and the EM and hadronic calorimeter response in these cracks. We tune the
custom simulation of these detector attributes using a control sample of Z/γ∗ → ee data, in which one electron is
the fiducial electron and the second is associated with a track pointing toward a crack region. The tuned simulation
reproduces the rate for the second electron to pass through the crack regions, as well as the distributions of the ratios
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W transverse mass fits
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FIG. S33: Distributions of mT for W boson decays to µν (left) and eν (right) final states in simulated (histogram)
and experimental (points) data. The simulated distribution is based on the true W -boson mass value that
maximizes the likelihood in data and includes backgrounds (shaded). The likelihood is computed using events
between the two arrows.

of EM and hadronic energies to the track momentum of the electron in the crack. The acceptance for this background
is validated with the CDF geant-based simulation. Following the same procedure as used to estimate the Z/γ∗ → µµ
background (Sec. IXA), we estimate the Z/γ∗ → ee background fraction to be (0.134± 0.003)%.

We model the W → τν background using our custom simulation, as with the W → µν channel, and find a
background fraction of (0.94± 0.01)%, which is consistent with the CDF geant-based prediction.

Multijet events are a source of background because hadronic jets can be misreconstructed as electrons. As described
in Ref. [43], the background fraction is determined by fitting the sum of signal and background templates to the
W → eν sample template. The template variables used are the track isolation, an NN-based electron discriminant,
and missing transverse energy. Comparing the results from these three fits, the multijet background fraction and its
systematic uncertainty is estimated to be (0.34± 0.08)%.

The custom simulation is used to obtain the distributions of the MW fit variables for the W and Z boson back-
grounds. Electron candidates in the W → eν data sample with non-electron-like NN discriminant values are used to
provide the hadronic jet background distributions. After including these background distributions in the MW fits, the
uncertainties on the background normalizations and shapes result in uncertainties of 2.6, 6.6, and 6.4 MeV on MW

from the mT , peT , and pνT fits, respectively (Table S7).

X. LIKELIHOOD FITS FOR THE W -BOSON MASS

The W boson mass is extracted by performing binned maximum-likelihood fits to a sum of background and simulated
signal templates of the mT , p"T , and pνT distributions, as described in Ref. [43]. Templates are generated in 0.2 MeV
steps in the boson mass and are normalized to the data in the fit range. The likelihood is a function of the pole
mass MW , defined by the relativistic Breit-Wigner mass distribution [43]. We use the standard model value, ΓW =
2 089.5±0.6 MeV [10], for the W boson width. Its uncertainty has a negligible impact on the measured value of MW .

A. Fit results

The mT fit is performed in the range 65 < mT < 90 GeV, while the p"T and pνT fits are both performed in the range
32 < pT < 48 GeV. Figures S33–S35 show the respective distributions in data with the best-fit simulation overlaid,
and Figs. S36–S38 show the differences between data and simulation divided by the statistical uncertainties on the
predictions. Table S8 lists the uncertainties in detail, and all results are summarized in Table I of the main text.

The best linear unbiased estimator is used to combine individual fit results [66]. Sources of systematic uncertainty
are taken to be independent of each other for a given fit. The statistical correlation between fits to the mT , p"T , and pνT
distributions was estimated from pseudoexperiments in Ref. [43]. The values of these combinations, their respective
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FIG. S36: Differences between the data and simulation, divided by the expected statistical uncertainty, for the mT

distributions in the muon (left) and electron (right) channels.
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FIG. S37: Differences between the data and simulation, divided by the expected statistical uncertainty, for the p!T
distributions in the muon (left) and electron (right) channels.
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Charged lepton pT fits
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FIG. S34: Distributions of p!T for W boson decays to µν (left) and eν (right) final states in simulated (histogram)
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inputs, χ2/dof and the probability of obtaining a χ2/dof at least as large, are summarized in Table S9.

B. Consistency checks

We compare the electron and muon p!T fit results obtained from subsamples of the data chosen to enhance possible
residual instrumental effects (Table S10). The uncertainty on the difference between the W+ → µ+ν and W− → µ−ν
fits includes the uncertainty due to the COT alignment (the uncertainty in the intercept of the linear fit in Fig. S6),
which contributes to this mass splitting. The mass fit differences for the electron channel are shown with and without
applying an E/p-based calibration from the corresponding subsample. The stability of the momentum and energy
scales is verified by performing Z-boson mass fits in subsamples separated in chronological time (indicated by run
number in Table S10).

We additionally test the stability of the mass fits as the fit ranges are varied. The variations of the fitted mass values
relative to the nominal results are consistent with expected statistical fluctuations, as shown in Figs. S39-S41 [107].
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FIG. S36: Differences between the data and simulation, divided by the expected statistical uncertainty, for the mT

distributions in the muon (left) and electron (right) channels.
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inputs, χ2/dof and the probability of obtaining a χ2/dof at least as large, are summarized in Table S9.

B. Consistency checks

We compare the electron and muon p!T fit results obtained from subsamples of the data chosen to enhance possible
residual instrumental effects (Table S10). The uncertainty on the difference between the W+ → µ+ν and W− → µ−ν
fits includes the uncertainty due to the COT alignment (the uncertainty in the intercept of the linear fit in Fig. S6),
which contributes to this mass splitting. The mass fit differences for the electron channel are shown with and without
applying an E/p-based calibration from the corresponding subsample. The stability of the momentum and energy
scales is verified by performing Z-boson mass fits in subsamples separated in chronological time (indicated by run
number in Table S10).

We additionally test the stability of the mass fits as the fit ranges are varied. The variations of the fitted mass values
relative to the nominal results are consistent with expected statistical fluctuations, as shown in Figs. S39-S41 [107].
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Summary of W mass fits

8

Distribution W -boson mass (MeV) χ2/dof

mT (e, ν) 80 429.1± 10.3stat ± 8.5syst 39/48

p!T (e) 80 411.4± 10.7stat ± 11.8syst 83/62

pνT (e) 80 426.3± 14.5stat ± 11.7syst 69/62

mT (µ, ν) 80 446.1± 9.2stat ± 7.3syst 50/48

p!T (µ) 80 428.2± 9.6stat ± 10.3syst 82/62

pνT (µ) 80 428.9± 13.1stat ± 10.9syst 63/62

combination 80 433.5± 6.4stat ± 6.9syst 7.4/5

TABLE 1: Individual fit results and uncertainties
for the MW measurements. The fit ranges are 65 to
90 GeV for the mT fit and 32 to 48 GeV for the p!T and
pνT fits. The χ2 of the fit is computed from the
expected statistical uncertainties on the data points.
The bottom row shows the combination of the six fit
results by means of the best linear unbiased
estimator [66].

Source Uncertainty (MeV)

Lepton energy scale 3.0

Lepton energy resolution 1.2

Recoil energy scale 1.2

Recoil energy resolution 1.8

Lepton efficiency 0.4

Lepton removal 1.2

Backgrounds 3.3

pZT model 1.8

pWT /pZT model 1.3

Parton distributions 3.9

QED radiation 2.7

W boson statistics 6.4

Total 9.4

TABLE 2: Uncertainties on the combined MW

result.

QCD radiation accompanying boson production. The simulation of the recoil vector "u also requires knowledge of the
distribution of the energy flow into the calorimeter towers impacted by the leptons, because these towers are excluded
from the computation of "u. This energy flow is measured from the W -boson data using the event-averaged response
of towers separated in azimuth from the lepton direction.

Extracting the W -boson mass

Kinematic distributions of background events passing the event selection are included in the template fits with
their estimated normalizations. The W -boson samples contain a small contamination of background events arising
from QCD jet production with a hadron misidentified as a lepton, Z → ## decays with only one reconstructed
lepton, W → τν → #νν̄ν, pion and kaon decays in flight to muons (DIF), and cosmic-ray muons (τ , tau lepton; ν̄,
antineutrino). The jet, DIF, and cosmic-ray backgrounds are estimated from control samples of data, whereas the
Z → ## and W → τν backgrounds are estimated from simulation. Background fractions for the muon (electron) data
sets are evaluated to be 7.37% (0.14%) from Z → ## decays, 0.88% (0.94%) from W → τν decays, 0.01% (0.34%)
from jets, 0.20% from DIF, and 0.01% from cosmic rays.

The fit results (Fig. 4) are summarized in Table 1. The MW fit values are blinded during analysis with an unknown
additive offset in the range −50 to 50 MeV, in the same manner as, but independent of, the value used for blinding
the Z-boson mass fits. As the fits to the different kinematic variables have different sensitivities to systematic
uncertainties, their consistency confirms that the sources of systematic uncertainties are well understood. Systematic
uncertainties, propagated by varying the simulation parameters within their uncertainties and repeating the fits to
these simulated data, are shown in Table 1. The correlated uncertainty in the mT (p!T , pνT ) fit between the muon and
electron channels is 5.8 (7.9, 7.4) MeV. The mass fits are stable with respect to variations of the fitting ranges.

Simulated experiments are used to evaluate the statistical correlations between fits, which are found to be 69%
(68%) between mT and p!T (pνT ) fit results, and 28% between p!T and pνT fit results [43]. The six individual MW

results are combined, including correlations, by means of the best linear unbiased estimator [66] to obtain MW =
80 433.5 ± 9.4 MeV, with χ2/dof = 7.4/5 corresponding to a probability of 20%. The mT , p!T and pνT fits in the
electron (muon) channel contribute weights of 30.0% (34.2%), 6.7% (18.7%), and 0.9% (9.5%), respectively. The
combined result is shown in Fig. 1 and its associated systematic uncertainties are shown in Table 2.

Discussion

The dataset used in this analysis is about four times as large as the one used in the previous analysis [41, 43].
Although the resolution of the hadronic recoil is somewhat degraded in the new data because of the higher instan-
taneous luminosity, the statistical precision of the measurement from the larger sample is still improved by almost
a factor of 2. To achieve a commensurate reduction in systematic uncertainties, a number of analysis improvements
have been incorporated, as described in table S1. These improvements are based on using cosmic-ray and collider
data in ways not employed previously to improve (i) the COT alignment and drift model and the uniformity of the
EM calorimeter response, and (ii) the accuracy and robustness of the detector response and resolution model in the

Source of systematic mT fit p!T fit pνT fit

uncertainty Electrons Muons Common Electrons Muons Common Electrons Muons Common

Lepton energy scale 5.8 2.1 1.8 5.8 2.1 1.8 5.8 2.1 1.8

Lepton energy resolution 0.9 0.3 -0.3 0.9 0.3 -0.3 0.9 0.3 -0.3

Recoil energy scale 1.8 1.8 1.8 3.5 3.5 3.5 0.7 0.7 0.7

Recoil energy resolution 1.8 1.8 1.8 3.6 3.6 3.6 5.2 5.2 5.2

Lepton u|| efficiency 0.5 0.5 0 1.3 1.0 0 2.6 2.1 0

Lepton removal 1.0 1.7 0 0 0 0 2.0 3.4 0

Backgrounds 2.6 3.9 0 6.6 6.4 0 6.4 6.8 0

pZT model 0.7 0.7 0.7 2.3 2.3 2.3 0.9 0.9 0.9

pWT /pZT model 0.8 0.8 0.8 2.3 2.3 2.3 0.9 0.9 0.9

Parton distributions 3.9 3.9 3.9 3.9 3.9 3.9 3.9 3.9 3.9

QED radiation 2.7 2.7 2.7 2.7 2.7 2.7 2.7 2.7 2.7

Statistical 10.3 9.2 0 10.7 9.6 0 14.5 13.1 0

Total 13.5 11.8 5.8 16.0 14.1 7.9 18.8 17.1 7.4

TABLE S8: Uncertainties on MW (in MeV) as resulting from the transverse-mass, charged-lepton pT and neutrino
pT fits in the W → µν and W → eν samples. The third column for each fit reports the portion of the uncertainty
that is common in the µν and eν results. The muon and electron energy resolutions are anti-correlated because the
track pT resolution and the electron cluster ET resolution both contribute to the width of the E/p peak, which is
used to constrain the electron cluster ET resolution.

Combination mT fit p!T fit pνT fit Value (MeV) χ2/dof Probability

Electrons Muons Electrons Muons Electrons Muons (%)

mT ! ! 80 439.0± 9.8 1.2 / 1 28

p!T ! ! 80 421.2± 11.9 0.9 / 1 36

pνT ! ! 80 427.7± 13.8 0.0 / 1 91

mT & p!T ! ! ! ! 80 435.4± 9.5 4.8 / 3 19

mT & pνT ! ! ! ! 80 437.9± 9.7 2.2 / 3 53

p!T & pνT ! ! ! ! 80 424.1± 10.1 1.1 / 3 78

Electrons ! ! ! 80 424.6± 13.2 3.3 / 2 19

Muons ! ! ! 80 437.9± 11.0 3.6 / 2 17

All ! ! ! ! ! ! 80 433.5± 9.4 7.4 / 5 20

TABLE S9: Combinations of various fit results (in MeV) and the associated uncertainties, χ2, and χ2-probabilities.

The systematic uncertainties considered in Table S8 would induce additional expected shifts upon changing fit ranges,
which are not displayed in the error bars.

Combinations performed with the Best Linear Unbiased Estimator (BLUE) algorithm 
[NIMA 270, 110 (1988)], accounting for correlations determined with pseudoexperiments

Consistency 
among all fits in 
both channels
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Combined fit uncertainties 8

Distribution W -boson mass (MeV) χ2/dof

mT (e, ν) 80 429.1± 10.3stat ± 8.5syst 39/48

p!T (e) 80 411.4± 10.7stat ± 11.8syst 83/62

pνT (e) 80 426.3± 14.5stat ± 11.7syst 69/62

mT (µ, ν) 80 446.1± 9.2stat ± 7.3syst 50/48

p!T (µ) 80 428.2± 9.6stat ± 10.3syst 82/62

pνT (µ) 80 428.9± 13.1stat ± 10.9syst 63/62

combination 80 433.5± 6.4stat ± 6.9syst 7.4/5

TABLE 1: Individual fit results and uncertainties
for the MW measurements. The fit ranges are 65 to
90 GeV for the mT fit and 32 to 48 GeV for the p!T and
pνT fits. The χ2 of the fit is computed from the
expected statistical uncertainties on the data points.
The bottom row shows the combination of the six fit
results by means of the best linear unbiased
estimator [66].

Source Uncertainty (MeV)

Lepton energy scale 3.0

Lepton energy resolution 1.2

Recoil energy scale 1.2

Recoil energy resolution 1.8

Lepton efficiency 0.4

Lepton removal 1.2

Backgrounds 3.3

pZT model 1.8

pWT /pZT model 1.3

Parton distributions 3.9

QED radiation 2.7

W boson statistics 6.4

Total 9.4

TABLE 2: Uncertainties on the combined MW

result.

QCD radiation accompanying boson production. The simulation of the recoil vector "u also requires knowledge of the
distribution of the energy flow into the calorimeter towers impacted by the leptons, because these towers are excluded
from the computation of "u. This energy flow is measured from the W -boson data using the event-averaged response
of towers separated in azimuth from the lepton direction.

Extracting the W -boson mass

Kinematic distributions of background events passing the event selection are included in the template fits with
their estimated normalizations. The W -boson samples contain a small contamination of background events arising
from QCD jet production with a hadron misidentified as a lepton, Z → ## decays with only one reconstructed
lepton, W → τν → #νν̄ν, pion and kaon decays in flight to muons (DIF), and cosmic-ray muons (τ , tau lepton; ν̄,
antineutrino). The jet, DIF, and cosmic-ray backgrounds are estimated from control samples of data, whereas the
Z → ## and W → τν backgrounds are estimated from simulation. Background fractions for the muon (electron) data
sets are evaluated to be 7.37% (0.14%) from Z → ## decays, 0.88% (0.94%) from W → τν decays, 0.01% (0.34%)
from jets, 0.20% from DIF, and 0.01% from cosmic rays.

The fit results (Fig. 4) are summarized in Table 1. The MW fit values are blinded during analysis with an unknown
additive offset in the range −50 to 50 MeV, in the same manner as, but independent of, the value used for blinding
the Z-boson mass fits. As the fits to the different kinematic variables have different sensitivities to systematic
uncertainties, their consistency confirms that the sources of systematic uncertainties are well understood. Systematic
uncertainties, propagated by varying the simulation parameters within their uncertainties and repeating the fits to
these simulated data, are shown in Table 1. The correlated uncertainty in the mT (p!T , pνT ) fit between the muon and
electron channels is 5.8 (7.9, 7.4) MeV. The mass fits are stable with respect to variations of the fitting ranges.

Simulated experiments are used to evaluate the statistical correlations between fits, which are found to be 69%
(68%) between mT and p!T (pνT ) fit results, and 28% between p!T and pνT fit results [43]. The six individual MW

results are combined, including correlations, by means of the best linear unbiased estimator [66] to obtain MW =
80 433.5 ± 9.4 MeV, with χ2/dof = 7.4/5 corresponding to a probability of 20%. The mT , p!T and pνT fits in the
electron (muon) channel contribute weights of 30.0% (34.2%), 6.7% (18.7%), and 0.9% (9.5%), respectively. The
combined result is shown in Fig. 1 and its associated systematic uncertainties are shown in Table 2.

Discussion

The dataset used in this analysis is about four times as large as the one used in the previous analysis [41, 43].
Although the resolution of the hadronic recoil is somewhat degraded in the new data because of the higher instan-
taneous luminosity, the statistical precision of the measurement from the larger sample is still improved by almost
a factor of 2. To achieve a commensurate reduction in systematic uncertainties, a number of analysis improvements
have been incorporated, as described in table S1. These improvements are based on using cosmic-ray and collider
data in ways not employed previously to improve (i) the COT alignment and drift model and the uniformity of the
EM calorimeter response, and (ii) the accuracy and robustness of the detector response and resolution model in the

6

Distribution W -boson mass (MeV) χ2/dof

mT (e, ν) 80 408 ± 19stat ± 18syst 52/48

p!T (e) 80 393 ± 21stat ± 19syst 60/62

pνT (e) 80 431 ± 25stat ± 22syst 71/62

mT (µ, ν) 80 379 ± 16stat ± 16syst 58/48

p!T (µ) 80 348 ± 18stat ± 18syst 54/62

pνT (µ) 80 406 ± 22stat ± 20syst 79/62

TABLE I: Fit results and uncertainties for MW . The fit win-
dows are 65 − 90 GeV for the mT fit and 32 − 48 GeV for
the p!T and pνT fits. The χ2 of the fit is computed using the
expected statistical errors on the data points.

with their estimated normalizations. Backgrounds arise
from jets misidentified as leptons, Z → !! decays with
only one reconstructed lepton, W → τν → !νν̄ν, pion
and kaon decays in flight (DIF), and cosmic rays. We esti-
mate jet, DIF, and cosmic ray backgrounds from the data
and Z → !! and W → τν backgrounds from simulation.
Background fractions for the muon (electron) datasets
are evaluated to be 7.35% (0.14%) from Z → !! decays,
0.88% (0.93%) fromW → τν decays, 0.04% (0.39%) from
jets, 0.24% from DIF, and 0.02% from cosmic rays.
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FIG. 3: The mT distribution for muons (top) and the p!T
distribution for electrons (bottom). The data (points) and
the best-fit simulation template (histogram) including back-
grounds (shaded) are shown. The arrows indicate the fitting
range.

As with the Z-boson mass measurements, the MW

Source Uncertainty (MeV)

Lepton energy scale and resolution 7

Recoil energy scale and resolution 6

Lepton removal 2

Backgrounds 3

pT (W ) model 5

Parton distributions 10

QED radiation 4

W -boson statistics 12

Total 19

TABLE II: Uncertainties for the final combined result onMW .
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fit values were blinded during analysis by adding an-
other unknown offset in the range [-75,75] MeV. The un-
blinded fit results (e.g., Fig. 3) are summarized in Ta-
ble I. The consistency of these results confirms that
the W -boson production, decay, and the hadronic recoil
are well-modeled. Systematic uncertainties from analy-
sis parameters are propagated to MW by fitting events,
generated with the parameter values varied by their un-
certainties, with the nominal templates. The statisti-
cal correlations between fits are evaluated with simu-
lated experiments and are found to be 69% (68%) be-
tween mT and p!T (pνT ) fit values, and 28% between p!T
and pνT fit values. We perform a numerical combina-
tion of the six individually fitted MW values, including
correlations, using the BLUE [21] method and obtain
MW = 80 387 ± 19 MeV, with χ2/dof = 6.6/5. The
mT , p!T and pνT fits in the electron (muon) channel con-

Uncertainties in the 2012 CDF result (2.2 fb-1)
[PRL 108, 151803 (2012); PRD 89, 072003 (2014)]

Uncertainties in the 2022 
CDF result (8.8 fb-1)

✓ Uncertainties from data-driven sources scale 
with integrated luminosity as expected


✓ Uncertainties from theory (W/Z pT , PDF, QED) 
are improved by using updated theoretical 
inputs

*

*

*
*

*
*

*
*

Dominant uncertainties*
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Improvements over the previous (2012) CDF measurement 18

Method or technique impact section of paper

Detailed treatment of parton distribution functions +3.5 MeV IVA

Resolved beam-constraining bias in CDF reconstruction +10 MeV VIC

Improved COT alignment and drift model [65] uniformity VI

Improved modeling of calorimeter tower resolution uniformity III

Temporal uniformity calibration of CEM towers uniformity VIIA

Lepton removal procedure corrected for luminosity uniformity VIIIA

Higher-order calculation of QED radiation in J/ψ and Υ decays accuracy VI A & B

Modeling kurtosis of hadronic recoil energy resolution accuracy VIII B 2

Improved modeling of hadronic recoil angular resolution accuracy VIII B 3

Modeling dijet contribution to recoil resolution accuracy VIII B 4

Explicit luminosity matching of pileup accuracy VIII B 5

Modeling kurtosis of pileup resolution accuracy VIII B 5

Theory model of pWT /pZT spectrum ratio accuracy IV B

Constraint from pWT data spectrum robustness VIII B 6

Cross-check of pZT tuning robustness IVB

TABLE S1: Summary of analysis updates with respect to [43]. The second column provides a quantitative estimate
of the change induced in the previous result [43] due to the update. In case this estimate is not available, the second
column indicates whether the update is expected to improve the temporal or spatial uniformity of the detector,
increase the robustness of the analysis or the accuracy of the result.

of these updates is presented in Table S1, along with the expected impact and references to the sections of this
supplement where the respective descriptions are provided. In some cases, the additive change induced by the update
can be added to our previously published MW value of MW = 80 387± 19 MeV [41, 43] since the updated procedures
can be incorporated into the previous analysis without repeating the latter. In other cases, the impact is classified
in terms of the expected improvement in detector uniformity, analysis accuracy, or robustness. The shifts shown
in the first two rows of Table S1 result in an updated value of MW = 80 400.5 MeV. With the correlations due to
parton distribution functions, the momentum scale calibration and QED radiative corrections taken into account, the
consistency between the updated previous measurement and the new measurement is at the percent level, assuming
purely Gaussian fluctuations. Considering the large number of systematic improvements in analysis techniques, the
best estimate of MW quoted in this paper is a freestanding result obtained from a blind procedure, and supersedes
our 2012 result [41, 43] in the same spirit as the latter superseding our 2007 result [38]. Subsequent analyses with
new or modified procedures, such as independently blinded measurements in subsamples of data, are being pursued.

II. THE CDF II DETECTOR

The CDF II detector [39, 72, 73] is forward-backward and cylindrically symmetric [50]. Its relevant components, in
order of increasing radius, are a charged-particle tracking system, composed of a silicon vertex detector [74] between
radii of 2.5 cm and 29 cm, and an open-cell drift chamber [48] in the radial range of 40 < r < 138 cm and covering
the region |z| < 155 cm; a superconducting solenoid [75] with a length of 5 m and a radius of 1.5 m, generating
a 1.4 T magnetic field; electromagnetic calorimeters [76, 77] to contain electron and photon showers and measure
their energies, and hadronic calorimeters [78] to measure the energies of hadronic showers; and a muon detection
system [49] for identification of muon candidates with pT ! 2 GeV. Collision events passing three levels of online
selection (trigger) are recorded for offline analysis. The major detector subsystems are described in Ref. [43].

Charged particles with pT ! 300 MeV and |η| " 1 traverse the entire radius of the central outer tracking drift
chamber (COT) [48]. The hit positions in the COT are used to reconstruct the helical trajectory of a charged particle
using a χ2 minimization, including an optional constraint to the transverse position of the beam. The fitted helix
is parameterized by the signed transverse impact parameter (minimal distance) with respect to the nominal beam
axis, d0 (in the absence of the beam constraint); the azimuthal angle of the track direction at closest approach to
the beam, φ0; the longitudinal position at closest approach to the beam, z0; the cotangent of the polar angle, cot θ;
and the curvature, c ≡ q/(2R), where q = ±1 is the particle charge and R is the radius of curvature. The measured
track pT is proportional to the inverse of the track curvature. Information from the silicon vertex detector is not used

Applying the updates in PDF and track reconstruction, the 2012 result shifts to 
M2012

W = 80 400.5 ± 19 MeV
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Updated status of MW measurements

10

previous CDF measurements from 1.96 TeV data [38, 39, 41, 43]. A comparison with the SM expectation of MW =
80 357± 6 MeV [10], treating the quoted uncertainties as independent, yields a difference with a significance of 7.0σ
and suggests the possibility of improvements to the SM calculation or of extensions to the SM. This comparison, along
with past measurements, is shown in Fig. 5. Using the method described in [45], we obtain a combined Tevatron (CDF
and D0) result of MW = 80 427.4±8.9 MeV. Assuming no correlation between the Tevatron and LEP measurements,
their average becomes MW = 80 424.2± 8.7 MeV.

)2W boson mass (MeV/c
79900 80000 80100 80200 80300 80400 80500
0.3

10

CDF II    9±80433  

SM

ATLAS   19±80370  

SM

D0 II   23±80376  

SM

ALEPH   51±80440  

SM

OPAL   52±80415  

SM

L3   55±80270  

SM

DELPHI   67±80336  

SM

CDF I   79±80432  

SM
D0 I   83±80478  

SM

FIG. 5: Comparison of this CDF II measurement and past MW measurements with the SM
expectation. The latter includes the published estimates of the uncertainty (4 MeV) due to missing higher-order
quantum corrections, as well as the uncertainty (4 MeV) from other global measurements used as input to the
calculation, such as mt.

[1] P. W. Anderson, Phys. Rev. 130, 439 (1963).
[2] F. Englert and R. Brout, Phys. Rev. Lett. 13, 321 (1964).
[3] P. W. Higgs, Phys. Rev. Lett. 13, 508 (1964).
[4] G. S. Guralnik, C. R. Hagen, and T. W. B. Kibble, Phys. Rev. Lett. 13, 585 (1964).
[5] G. Aad et al. (ATLAS Collaboration), Phys. Lett. B 716, 1 (2012).
[6] S. Chatrchyan et al. (CMS Collaboration), Phys. Lett. B 716, 30 (2012).
[7] S. Glashow, Nucl. Phys. 22, 579 (1961).
[8] A. Salam and J. C. Ward, Phys. Lett. 13, 168 (1964).
[9] S. Weinberg, Phys. Rev. Lett. 19, 1264 (1967).

[10] P.A. Zyla et al. (Particle Data Group), Prog. Theor. Exp. Phys. 2020, 083C01 (2020).
[11] J. Feng, Ann. Rev. Nucl. Part. Sci. 63, 351 (2013).
[12] R. Contino, T. Krämer, M. Son, and R. Sundrum, J. High Energy Phys. 05, 074 (2007).
[13] G. Bertone, D. Hooper, and J. Silk, Phys. Rep. 405, 279 (2005).
[14] J. L. Feng, Ann. Rev. Astron. Astrophys. 48, 495 (2010).
[15] S. Heinemeyer, W. Hollik, G. Weiglein, et al., J. High Energy Phys. 12, 84 (2013).
[16] S. Heinemeyer, Snowmass EF04 meeting, 17 July 2020.

https://indico.fnal.gov/event/43577/contributions/191539/attachments/131503/161060/sven.pdf.
[17] D. López-Val and T. Robens, Phys. Rev. D 90, 114018 (2014).
[18] D. López-Val and J. Sola, Eur. Phys. J. C 73, 2393 (2013).
[19] D. Curtin, R. Essig, S. Gori and J. Shelton, J. High Energy Phys. 02, 157 (2015).
[20] J. Chakrabortty, J. Gluza, R. Sevillano and R. Szafron, J. High Energy Phys. 07, 038 (2012).
[21] B. Bellazzini, C. Csáki and J. Serra, Eur. Phys. J. C 74, 2766 (2014).
[22] A. Pomarol and F. Riva, J. High Energy Phys. 01, 151 (2014).
[23] G. F. Giudice, C. Grojean, A. Pomarol and R. Rattazzi, J. High Energy Phys. 06, 045 (2007).
[24] S. F. Ge, H. J. He and R. Q. Xiao, J. High Energy Phys. 10, 007 (2016).

‣ Strong tension with SM expectation and global fit (7σ)


‣ Tension with recent LHC results (2-3σ)


‣ Still need higher precision from LHC to arrive at a firm conclusion
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Summary

✴ The W boson mass measurement is a topic of great challenge, and thus of slow 
progress, but is reaching a really impressive precision at hadron colliders


✴ The achieved precision allows for tightly testing the internal consistency of the SM


✴ The new CDF measurement is twice as precise as previous measurements, with a 
total uncertainty of ~1 part in 10,000 [Science, 376:170-176, 04 (2022) & supp. 
material]:





✴ The new result differs from the SM expectation , with a 
significance of 7.0 σ


✴ The difference suggests the possibility of improvements to the SM calculation or 
of extensions to the SM

MW = 80 433.5 ± 6.4stat ± 6.9syst MeV = 80 433.5 ± 9.4 MeV

MW = 80 357 ± 6 MeV
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Backup
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Tevatron and CDF
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The Collider Detector at Fermilab (CDF)

The void after the 
detector removal

Side view Front view

Size: 12×16 m

Weight: 4,500 tons
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CDF Run II data

Delivered 12 fb-1


Acquired 10 fb-1/experiment


15B events total in Run II


Total dataset 10 + 9 PB

(including Monte Carlo)

✴ Special track & vertex triggers


✴ Coverage for “soft” physics


✴ Variety of collision energies (300, 900, 1960 GeV)


✴ Unique p-pbar initial state (complementary to LHC)
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Physics potential

All about the Standard Model − and beyond:

https://cdf.fnal.gov/physintro.html

✦ Discoveries


✓ New particles


✓ Rare SM processes


✓ Subtle behaviour


✦ Precision measurements


✦ Searches for new physics


✦ Hunting down the Higgs

➡ 600 PhDs

➡ 700 papers

➡ 50,000 citations
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The CDF Collaboration

Currently 400 members from 60 institutions around the World

30 September 2011
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Motivation
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Loop corrections to MW

H, Z, γ

W W
+W W

t

b

MW = 80357 ± 4inputs ± 4theory MeV = 80357 ± 6 MeVSM expectation for MW :
PDG 2020

arXiv:1902.05142MW = (M(0)
W + ctΔt + c′￼tΔ2

t + cZΔZ + cαΔα + cαs
Δαs) MeV

Δt = ( mt

173 GeV )
2

− 1, ΔZ =
MZ

91.1876 GeV
− 1, Δα =

Δα (5)
had(M2

Z)
0.0276

− 1, Δαs
=

αs(M2
Z)

0.119
− 1

M(0)
W = 80359.5, ct = 520.5, c′￼t = − 67.7, cZ = 115000, cα = − 503, cαs

= − 71.6

H, Z, γ

W W
W

Global fits test the SM expectation down to the MeV level, e.g. for MH = 125 GeV:

⇒ Δr ∼ m2
t , ln MH , Δα , …

Running EM 
coupling
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γ γ γ γ

Πγγ

+α =
e2

4π [1 + lim
q2→0

Πγγ(q2)
q2 ]

Running EM coupling for MW

The hadronic contribution to  cannot be computed perturbatively, but it can be 

traded for another experimental observable:  

Πγγ(0)
Rhad(q2) = σhad(q2) / σℓ+ℓ−(q2)

 is one of the biggest sources of uncertainty in electroweak studiesΔα (5)
had(M

2
Z)

α(M2
Z) =

e2

4π [1 +
Πγγ(M2

Z)
M2

Z ] =
α

1 − Δα(M2
Z)

Δα(M2
Z) = Δαℓ(M2

Z) + Δαtop(M2
Z)

calculable

+ Δα (5)
had(M

2
Z)

Δα (5)
had(M

2
Z) = −

M2
Z

3π ∫
∞

(2mπ)2

Rhad(q2)dq2

q2(q2 − M2
Z)

= 0.02758 ± 0.00035

arXiv:1902.05142
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Constraints on new physics from MW measurements

MW and asymmetries are the most powerful observables

Additionally, 
MW is the only 
observable 
constraining U

PDG 2020

Generic parameterisation of new physics (except extended EWK sector) contributing 
to vacuum polarisation corrections on 4-fermion scattering processes: Peskin-Takeuchi 
“oblique” parameters S, T, U34 10. Electroweak Model and Constraints on New Physics

-1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2

S

-1.0

-0.8

-0.6

-0.4

-0.2

0.0

0.2

0.4

0.6

0.8

1.0
T

ΓZ, σhad, Rl, Rq

asymmetries
e & ν scattering
MW

APV
all (90% CL)
SM prediction

Figure 10.6: 1 ‡ constraints (39.35% for the closed contours and 68% for the others) on S and T

(for U = 0) from various inputs combined with MZ . S and T represent the contributions of new
physics only. Data sets not involving MW or ≈W are insensitive to U . With the exception of the
fit to all data, we fix –s = 0.1185. The black dot indicates the Standard Model values S = T = 0.

asymmetries), and –s(MZ) = 0.1189 ± 0.0018 (from R¸, ‡had, and ·· ), giving,

S = ≠0.01 ± 0.10 , (10.78a)
T = 0.03 ± 0.12 , (10.78b)
U = 0.02 ± 0.11 , (10.78c)

with little correlation among the SM parameters, where the uncertainties are from unknown higher
orders in the SM predictions and the inputs. The parameters in Eq. (10.78), which by definition
are due to new physics only, are in excellent agreement with the SM values of zero. Fixing U = 0,
which is motivated by the fact that U is suppressed by an additional factor M

2
new/M

2
Z

compared
to S and T [362], greatly improves the precision on S and particularly T ,

S = 0.00 ± 0.07 , (10.79a)
T = 0.05 ± 0.06 . (10.79b)

If only any one of the three parameters is allowed, then this parameter would deviate at the 1.6 to
1.9 ‡ level, reflecting the deviation in MW . Using Eq. (10.74), the value of fl0 corresponding to T

in Eqs. (10.78) is 1.0002 ± 0.0009, while the one corresponding to Eqs. (10.79) is 1.0004 ± 0.0005.
Thus, the multi-parameter fits are consistent with fl0 = 1, in contrast to the fit with S = U = 0

27th August, 2020 2:40pm

U = 0 assumed
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Analysis strategy
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W boson production and decay
Lepton pT carries most of the MW 
information and can be measured 
precisely (achieved 0.004%)

Hadronic activity from initial state 
(“hadronic recoil”), of O(10 GeV), 
is measured in the calorimeter 
(calibrated to ~0.2%)

13

W Boson Production at the Tevatron

Initial state QCD radiation is O(10 GeV), measure as soft 'hadronic recoil' in
calorimeter (calibrated to ~0.2%)
dilutes W mass information, fortunately pT(W) << MW

CDF event display

Non-W backgrounds are small 
and partly measured from data

pTl, pTν, and mT templates are 
simulated as functions of MW 
using accurate models of:


• Initial state (anti)proton

• W production mechanism

• W decay mechanism

ET ≃ pT

/ET = | − ⃗p T − ⃗u T |

pW
T = uT

Electron

Neutrino
Hadronic recoil

u
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Event selection

➡ Goal: Select events with high pT central (|η| < 1) leptons and small hadronic recoil 
activity, to maximise MW information content and minimise backgrounds


➡ Use inclusive lepton triggers:  loose lepton track and muon stub / calorimeter cluster 
requirements, with lepton pT > 18 GeV


‣ Kinematic efficiency of trigger ~100% for offline event selection


➡ Offline selection requirements:


‣ Electron cluster ET > 30 GeV, track pT > 18 GeV


‣ Muon track pT > 30 GeV


‣ Loose lepton identification requirements to minimise bias


➡ W boson event selection:  one selected lepton, |u| < 15 GeV and MET > 30 GeV


➡ Z boson event selection:  two selected leptons



Costas VellidisHEP2022 — Thessaloniki — 15/6/2022 39

Maximise the number of internal constraints and cross-checks


Driven by three conditions:


1. Robustness:  constrain the same parameters in as many different ways as possible


2. Precision:  combine independent measurements after showing consistency


3.Bias minimisation:  blinded measurements of MZ and MW


• All W and Z mass fit results were blinded with a random offset in the range 
[-50,50] MeV


• The blinding offset was removed after the analysis was declared frozen


• The technique allows to study all aspects of the data while keeping the MZ 
and MW results unknown within ± 50 MeV

Analysis strategy
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Simulation
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Model of the colliding protons

W

q1

q̄2

p
NNPDF

✦ The NNPDF3.1 set at NNLO in αs is used for parton 
densities in the proton [http://nnpdf.mi.infn.it]


✦ Built from gaussian-sampled “replicas” of data as inputs 
to ML algorithms


✦ Use 25 eigenvector PDF sets derived from 1000 replicas


✓ Compute δMW from each eigenvector PDF


✓ Estimate the uncertainty of 3.9 MeV on MW from the 
rms fit values obtained from the 25 eigenvectors

✦ Central MW values from NNPDF3.1 and from other NNLO sets (CT18, MMHT2014) 
agree within 2.1 MeV


✦ Central MW values from NNPDF3.1 at NLO and from other NLO sets (ABMP16, CJ15, 
MMHT2014) agree within 3 MeV


✦ MW uncertainty from missing higher-order QCD effects is estimated to be 0.4 MeV


✓ varying the factorisation and renormalisation scales


✓ comparing the results obtained with two event generators using different 
models of soft gluon radiation (ResBos and MadGraph aMC@NLO + Pythia)

http://nnpdf.mi.infn.it
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W/Z boson production and decay model

‣ The production model must account for the hadronic activity in the initial state


‣ The perturbative expansion of  has terms proportional to 


‣ The series diverges as 


‣ Need to include corrections to all orders by resumming the series

dσ/dpW
T αn

s ln2n (p2
T/M2

W)
pW

T → 0

Two resummation methods

Analytical

• Formal resummation matched to 

fixed-order matrix element

• Pros:


- High accuracy

• Cons:


- Inclusive final states only


- Numerically expensive

• Used by CDF to fit MW

Numerical

• Parton showers

• Pros:


- Exclusive final states


- Fast

• Cons:


- Currently only LL with some 
subleading effects included


• Used by ATLAS to fit MW

‣ The decay model must account for spin correlations among W/Z and the leptons, 
and for EM radiation from the charged particles
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W/Z boson production and decay model
✴ The model used by CDF for W/Z boson production and decay is provided by ResBos 

[PRD 56, 5568 (1997) & refs. therein]


✴ The model used for multi-photon radiation is generated with Photos [EPJC 45, 97 
(2006) & refs. therein] and validated comparing with Horace [JHEP 0710:109 (2007)]

W

q1

q̄2

ℓ

νℓ

γ

g

ResBos

Photos

➡ Calculates 


➡ Calculation applies resummation of 
gluon ISR at NNLL, matched to NLO 
fixed-order matrix element

dσ /(dpW
T dyW dMW dcosθℓ dϕℓ)

Introduction ResBos and Resummation Angular Coefficients Preliminary and Future Studies Conclusions

Breakdown of Fixed Order

Perturbative series has terms
proportional to ↵n

s log
2n

✓
p2
T

M2
W

◆

As pWT ! 0 the series no longer
converges
Need to include corrections to all
orders by resumming the series

J. Isaacson W Mass: A Theory Overview 6 / 24 Fermilab
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Figure 3: Clockwise from top-le(: comparisons of the distributions of log10(!!), log10(Δ#($%)), &!, and log10('!/GeV) for the(+ → *+]+&%
process between the “Born”mode of oldhorace interfaced with photos andoldhorace in the exponentiationmode.2eΔ# is computed
with respect to the positron.

In this paper we present comparisons between the distri-
butions and the mass-3tting results obtained from the old
horace and photos programs.

2. Electron Channel Comparisons

To make direct comparisons between quantities sensitive to
QED physics, we need to ensure that the underlying boson
and lepton distributions are identical between old horace
and photos. For this purpose we use the “Born” mode of
old horace to generate Born-level +"+ → ( → $]
and ++ → %∗/, → $$ events, which are then processed
through photos.2e Born mode generates these purely 2→1 → 2 parton processes with no radiative photons. 2ese
events are compared with events from old horace run in

theQEDmultiphoton emission FSRmode. Botholdhorace
and photos are run in the “exponentiation” mode, which
exercises their full physics content. All of the events used
in these comparisons have unit weights. For all generated
events we make a generator-level cut on the partonic center-
of-mass energy √/̂ > 40GeV to remove the contribution of
the photon pole for neutral-current events. For consistency,
we also apply this cut on the charged-current events.

In Figure 1 we compare the distributions for photon
emission rates as well as the energy and angular distributions
for the %∗/, → *+*− + &% process. For these comparisons
we consider photons with energy '! > 0.4MeV; photons
with lower energy than this threshold are not counted and
ignored in the distributions. In addition to the number &!
of photons emitted, we 3nd that the distributions of the

Adv.HEP 1615081 (2016)

y =
1
2

ln
E + pz

E − pz

Validations confirm MW systematic 
uncertainty of 3 MeV due to EM radiation



Costas VellidisHEP2022 — Thessaloniki — 15/6/2022 44

ResBos tuning
ResBos implements the Collins-Soper-Sterman formalism, which performs transverse 
momentum resummation in the impact parameter (b) space:

The lower limit  tends to 0 as , causing the integral S(b) to diverge, thus:C2
1/b b → ∞

b* =
b

1 + b2/b2
max

⇒ S(b) = SNP(b)SP(b*), SNP(b) = − b2 g1 + g2ln ( Q
2Q0 ) + g1g3ln(100x1x2)

g1 (flavour-dependent) and g3 constrained by the global fit, g2 tuned to reproduce 
CDF pT(Z) data, with MW — MZ difference captured in Q dependence (Q0 = 1.6 GeV)

dσ
dQ2d2 ⃗p Tdydcosθdϕ

= σ0 ∫
d2b

(2π)2
ei ⃗p T ⋅ ⃗b W(b)+Y (Q, ⃗p T , x1 , x2 , μR , μF)

W(b) = e−S(b) C ⊗ f (x1 , C3/b) C ⊗ f (x2 , C3/b)

S(b) = ∫
C2

2Q2

C2
1/b

dμ̄2

μ̄2 [ln ( C2
2Q2

μ̄2 )A (μ̄, C1) + B (μ̄, C1 , C2)]
x1,2 =

Q

s
e±y

C ⊗ f = convolution of the hard collinear kernel with the PDF

Sudakov factor

LO squared matrix element Fixed-order terms, finite in 
the limit pT → 0

Collinear factors

Perturbative coefficients A, B, C

arXiv:2205.02788
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ResBos angular coefficients

dσ
dQ2d2 ⃗p Tdydcosθdϕ

=
3

16π
dσ

dQ2d2 ⃗p Tdy

⊗ [(1 + cosθ) +
1
2

A0(1 − 3cos2θ) + A1sin2θ cos ϕ +
1
2

A2sin2θ cos 2ϕ

+ A3sinθ cos ϕ + A4cosθ + A5sin2θ sin 2ϕ + A6sin2θ sin ϕ + A7sinθ sin ϕ]
Non-zero at NNLO and beyondOnly this survives at LO  

due to the  structure of the 
electroweak interaction

(ALO
4 = 2)

V − A

arXiv:2205.02788

๏ Ai (i=0,…,7) determined perturbatively in the fixed-order calculation


๏ ResBos includes NNLO corrections only to the total rate, not to the Ai


๏ NNLO corrections affect only pT(W) > 30 GeV, but CDF has a cut of pT(W) < 15 GeV


๏ CDF used the NLO calculation, where the ResBos angular coefficients are exact
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Constraining W/Z pT spectrum from CDF data
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FIG. S2: Distributions of pZT (top) and φ∗η (bottom) from simulation (histogram) and data (circles) for Z-boson
decays to µµ (left), and to ee (right). The pZT distributions are used to fit for the nonperturbative parameter g2 and
for αs, and the φ∗η distributions provide a consistency check. The φ∗η distribution in the electron channel is
modulated by the periodic azimuthal acceptance of the 24 calorimeter wedges. In these and other figures, “PKS”
refers to the Kolmogorov-Smirnov probability of agreement between the shapes of the data and simulated
distributions.

C. QED radiation

As described in Ref. [43], final-state radiation (FSR) of photons is simulated using the photos program [57],
because photos can be interfaced with the resbos event generator. FSR photons are produced with an energy cutoff
of Eγ > 0.4 MeV. Tripling the Eγ threshold shifts the value of MW by 1 MeV, which is taken as a systematic uncertainty
on the choice of Eγ threshold. A comparison of FSR from the photos and horace programs [58] finds consistency at
the level of 0.7 MeV [59], which is taken as the uncertainty in the FSR algorithm. The horace program additionally
includes the exact NLO QED calculation, the effects of initial-state radiation (ISR) and interference between ISR and
FSR. Calibration of the photos program to the more accurate horace program yields a correction of 4± 2MC stat
MeV which is propagated to the MW result. Uncertainties on the horace simulation are estimated to be 1 MeV [43].
As in Ref. [43], internal photon conversion [100] is simulated with an uncertainty on MW of 1 MeV. The combined
uncertainty on MW due to QED radiation is 2.7 MeV in both the electron and muon channels and is correlated
between the channels and the fit distributions.
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C. QED radiation

As described in Ref. [43], final-state radiation (FSR) of photons is simulated using the photos program [57],
because photos can be interfaced with the resbos event generator. FSR photons are produced with an energy cutoff
of Eγ > 0.4 MeV. Tripling the Eγ threshold shifts the value of MW by 1 MeV, which is taken as a systematic uncertainty
on the choice of Eγ threshold. A comparison of FSR from the photos and horace programs [58] finds consistency at
the level of 0.7 MeV [59], which is taken as the uncertainty in the FSR algorithm. The horace program additionally
includes the exact NLO QED calculation, the effects of initial-state radiation (ISR) and interference between ISR and
FSR. Calibration of the photos program to the more accurate horace program yields a correction of 4± 2MC stat
MeV which is propagated to the MW result. Uncertainties on the horace simulation are estimated to be 1 MeV [43].
As in Ref. [43], internal photon conversion [100] is simulated with an uncertainty on MW of 1 MeV. The combined
uncertainty on MW due to QED radiation is 2.7 MeV in both the electron and muon channels and is correlated
between the channels and the fit distributions.
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As described in Ref. [43], final-state radiation (FSR) of photons is simulated using the photos program [57],
because photos can be interfaced with the resbos event generator. FSR photons are produced with an energy cutoff
of Eγ > 0.4 MeV. Tripling the Eγ threshold shifts the value of MW by 1 MeV, which is taken as a systematic uncertainty
on the choice of Eγ threshold. A comparison of FSR from the photos and horace programs [58] finds consistency at
the level of 0.7 MeV [59], which is taken as the uncertainty in the FSR algorithm. The horace program additionally
includes the exact NLO QED calculation, the effects of initial-state radiation (ISR) and interference between ISR and
FSR. Calibration of the photos program to the more accurate horace program yields a correction of 4± 2MC stat
MeV which is propagated to the MW result. Uncertainties on the horace simulation are estimated to be 1 MeV [43].
As in Ref. [43], internal photon conversion [100] is simulated with an uncertainty on MW of 1 MeV. The combined
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C. QED radiation

As described in Ref. [43], final-state radiation (FSR) of photons is simulated using the photos program [57],
because photos can be interfaced with the resbos event generator. FSR photons are produced with an energy cutoff
of Eγ > 0.4 MeV. Tripling the Eγ threshold shifts the value of MW by 1 MeV, which is taken as a systematic uncertainty
on the choice of Eγ threshold. A comparison of FSR from the photos and horace programs [58] finds consistency at
the level of 0.7 MeV [59], which is taken as the uncertainty in the FSR algorithm. The horace program additionally
includes the exact NLO QED calculation, the effects of initial-state radiation (ISR) and interference between ISR and
FSR. Calibration of the photos program to the more accurate horace program yields a correction of 4± 2MC stat
MeV which is propagated to the MW result. Uncertainties on the horace simulation are estimated to be 1 MeV [43].
As in Ref. [43], internal photon conversion [100] is simulated with an uncertainty on MW of 1 MeV. The combined
uncertainty on MW due to QED radiation is 2.7 MeV in both the electron and muon channels and is correlated
between the channels and the fit distributions.

❖ Fitting ResBos non-perturbative parameter g2 (used in resummation model) and αs to 
pT(ll) spectra corrects the pT(W/Z) model, with an uncertainty of 1.8 MeV on MW


❖ Check the pT(ll) model with the ll opening angle ϕ*η = cot(Δϕℓ−ℓ+/2)sech(Δηℓ−ℓ+/2)

Acceptance effect 
modelled in simulation

Peak position depends on g2

Tail to peak ratio 
depends on αs
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Custom Monte Carlo detector simulation
A complete detector model, based on first principles of particle tracking, to simulate 
all quantities measured in the data


๏ Tracks and photons are propagated through a high-resolution 3D lookup table of 
material properties for the silicon detector and the COT, made from detailed 
construction-level knowledge


๏ At each material interaction:


✓ Calculate ionisation energy loss according to detailed formulas and Landau 
distribution


✓ Generate bremsstrahlung photons down to 0.4 MeV, using detailed cross 
section and spectrum calculations


✓ Simulate photon conversion and Compton scattering


✓ Propagate bremsstrahlung photons and conversion electrons


✓ Simulate multiple Coulomb scattering, including non-Gaussian tail


๏ Deposit and smear hits on COT wires, and perform helix fit applying optional 
beam constraint
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Detector studies
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COT alignment using cosmic rays

parameter biases, as determined from the comparison of the two
segments of the cosmic ray track.

2. Alignment degrees of freedom

The CDF detector [1,4–6] is shown in Fig. 1. The central tracking
drift chamber [7] (COT) uses an open-cell geometry with 30,240
sense wires. Its tracking volume extends from an inner radius of
41 cm to an outer radius of 138 cm, with a longitudinal extent of
310 cm. A superconducting solenoid immediately outside the COT
provides a nearly uniform 1.4 T magnetic field in the tracking
volume. Within the COT sits a silicon detector to provide precise
vertexing information. In the measurement of the W-boson mass,
the momentum of the charged lepton produced promptly in the
collision is measured using COT information and constrained to
the beam collision region in the transverse plane; silicon detector
hits do not improve the precision on the beam-constrained track
parameters and are not used.

A section of one of the aluminum endplates of the COT
is shown in Fig. 2. The drift chamber consists of 2520 drift cells,
each containing 12 sense wires. The maximum drift distance
is ! 8:8 mm. The cells are arranged in 8 radial superlayers

(SL0 to SL7), with the number of cells per superlayer increasing
with radius. Alternating superlayers consist of wires running along
the longitudinal axis (axial superlayers) and wires with a 721
stereo angle (stereo superlayers). The stereo angle changes sign
from one stereo superlayer to the next.

The radial spacing between sense wires in a cell is 5.8 mm [7].
The wires are attached at their ends to rigid cards which are
precision-mounted on the COT endplates. In the alignment model,
each cell's profile at the endplates is described by a straight line
(see Fig. 3). Thus, the degrees of freedom to be constrained in
order to precisely locate each sense wire at each endplate are the
following:

(1) the transverse (x,y) coordinates of the center of each cell, at
the longitudinal (z) coordinate 7155 cm of the two endplates;

(2) the tilt angle ðτÞ of each cell relative to the radial vector from
the transverse origin to the center of the cell at z¼7155 cm.

We parameterize the former degrees of freedom in terms of
symmetrized (i.e. averaged over the two endplates) and anti-
symmetrized (i.e. difference between the two endplates) cell-
center coordinates. The advantage of these definitions is that the
symmetrized and anti-symmetrized cell-coordinate residuals are,
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Fig. 1. A cut-away view of the CDF detector, reproduced from Ref. [7]. Not shown
are the barrel calorimeters outside the solenoid, and the muon detectors outside
the calorimeters.

Fig. 2. A section of an aluminum endplate of the COT, reproduced from Ref. [7]. The slots cut in the endplates anchor individual drift cells containing 12 sense wires each.

Sense wires

∆τ

r ∆φ
r

Fig. 3. A drift cell showing 12 sense wires, along with the radial (r) coordinate, and
azimuthal (rΔϕ) and tilt (τ) correction parameters.
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COT internal geometry

to a large extent, uncorrelated because of the approximately
uniform and symmetric distribution of the cosmic rays in the z-
coordinate. The symmetrized cell-coordinate residuals are aver-

aged over z, while the anti-symmetrized corrections are sensitive
to the dependence of the hit residuals on the z-coordinate.

The cell-tilt angle (τ) is designed to account for the Lorentz
angle of the drift direction given the magnitude of the electric
field, the spectrometer magnetic field and the drift speed. The
alignment corrects for small deviations in the cell tilt. The
corrections are found to be almost the same for the two endplates.
We compute the average correction to the cell tilt since the
difference between the tilt corrections for the two endplates has
negligible impact on tracking biases.

Finally, the functional forms describing the wire shape as a
function of z, and its variation with azimuth and radius, are also
tuned. These degrees of freedom are discussed in Section 5.

3. Cosmic ray distributions and sample selection

The cosmic ray sample used in this study is collected during
collider operation by high-pT [8] muon physics triggers, ensuring
that the cosmic rays and collider tracks are recorded under the
same operating conditions for the drift chamber and the spectro-
meter. In order to isolate a clean and unambiguous sample of
cosmic rays, we require that only one or two tracks be recon-
structed in the event, and that at least one of them is tagged as a
muon by the presence of a matching track segment reconstructed
in the muon detectors. These criteria efficiently select those
cosmic-ray events which coincide in time with beam crossings
in which no proton–antiproton collisions occurred. A display of
such a cosmic-ray event is shown in Fig. 4. After all requirements,
a sample of 207,023 cosmic-ray events is selected for the
alignment study.

Fig. 4. Display of a cosmic-ray event recorded in coincidence with a beam crossing,
in the absence of a pp collision. The reconstructed helical track trajectory shown in
the bottom half of the chamber is found using the standard CDF tracking algorithm.
The top half of the trajectory is found using the dedicated cosmic-ray reconstruc-
tion algorithm [3], which also combines all the hits into a single dicosmic track. The
reconstructed track has pT ! 69 GeV and η! 0:2. The COT hits are shown at z¼0,
resulting in a staggering of displayed hits in stereo superlayers.
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Cosmic ray 
event display 
in coincidence 
with a beam 
crossing

• Use a clean sample of ~480k cosmic rays for 
cell-by-cell internal alignment


• Initial (final) relative alignment of cells ~50 
(~1) μm
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Fig. 9. Symmetric alignment constant residuals after applying the cosmic-ray corrections. Note that the vertical scale is smaller by a factor of 20 compared to Fig. 8.
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Check of the alignment procedure
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Track parameter bias 
vs. azimuth


- Solid circles: before 
alignment


- Open circles: after 
alignment

Smooth ad-hoc curvature corrections as a function 
of polar and azimuthal angles with statistical errors 
inducing an uncertainty of 1 MeV on MW
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FIG. S5: Track trigger efficiency as a function of track
η for electrons identified in the calorimeter. The
measurement used W -boson events collected with a
trigger with no track requirement.
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FIG. S6: Difference in 〈E/p〉 between positrons and
electrons as a function of cot θ, and its linear fit. The
curvature corrections given in Eq. (S4) have been
applied.

and muon channels.
The η-dependent efficiency for reconstructing leptons due to track trigger requirements is measured using W -boson

events collected with a trigger with no track requirement as described in Ref. [43]. The efficiency is described by a
double-Gaussian function (Fig. S5) which captures the effects of COT structural supports. The uncertainty in the
trigger efficiency measurement has a negligible impact on the MW measurement.

VI. MUON MOMENTUM MEASUREMENT

The momentum of a muon produced in a pp̄ collision is measured using a helical track fit to the hits in the COT, with
a constraint to the transverse position of the beam for promptly produced muons [39, 43], i.e., muons produced directly
in the hard scatter. To maximize accuracy and precision, we perform a momentum calibration using data samples with
muonic decays of J/ψ mesons, Υ(1S) mesons, and Z-bosons. All calibrations are based on maximum-likelihood fits
to the data spectra using simulated templates of the line-shapes. The templates are indexed by the COT momentum
scale when fitting J/ψ → µµ and Υ(1S) → µµ data, by the Z-boson pole mass when fitting the Z → $$ data, and
by the CEM energy scale when fitting the E/p spectrum. Uniformity of the calibration is significantly enhanced by
an alignment of the COT wire-positions using cosmic-ray data [51]. The cosmic-ray alignment was performed [65] for
the complete data-taking period corresponding to the data used in this analysis. A number of improvements were
incorporated in the latest alignment procedure [65] compared to the procedure presented in Ref. [43]. As a result,
residual biases that were not resolved in the previous iteration of the alignment were eliminated in this iteration [65].

The cosmic-ray-based alignment is used in track reconstruction and validated with tracks from electrons and
positrons from W -boson decays. Global misalignments to which the cosmic ray reconstruction is insensitive are
corrected at the track level using the difference in 〈E/p〉 between electrons and positrons, where E/p is in the range
0.9–1.1. Additive corrections are applied to q/pT , a quantity proportional to the track’s curvature, where q is the
particle charge,

q∆p−1
T = (43.2 cot2 θ − 12.6 +B cot θ) PeV−1 . (S4)

The difference in 〈E/p〉 between positrons and electrons as a function of cot θ [50] is shown in Fig. S6 after the
correction of Eq. (S4). The uncertainty on parameter B = (0 ± 4) PeV−1, which induces an uncertainty of 0.8 MeV
on MW , is given by the statistical uncertainty on the slope in Fig. S6. The uncertainty in the other two parameters
in Eq. (S4) cancels when averaged over the symmetric production of W+ and W− bosons in the pp̄ collisions at the
Tevatron.

c0 = 0
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Tracking momentum scale
Set by using J/ψ / Υ / Z → μμ resonances

➡ Fit the J/ψ mass in bins of 1/pT(μ) to measure the momentum scale at low pT(μ) — 
J/ψ mass independent of pT(μ) after 2.6% tuning of energy loss


➡ Fit the Υ mass to measure the momentum scale at higher pT(μ) and validate beam-
constraining procedure (Υ is prompt) by comparing the beam-constrained (BC) 
and non-beam-constrained (NBC) Υ mass fits
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6.3 Inclusive Mass Fits for Υ → µµ Data

Figure 16 shows the best fit to the inclusive invariant mass distribution using beam-
constrained quantities and non-beam-constrained quantities, respectively. The non-
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Figure 16: The invariant mass distribution with the best-fit simulated template using
beam-constrained (left) and non-beam-constrained (right) quantities.

beam-constrained Υ mass fit yields the momentum scale deviation from unity, ∆p/p =
(−1371 ± 13stat) ppm while the beam-constrained Υ mass fit yields the momentum
scale deviation from unity, ∆p/p = (−1380 ± 10stat) ppm.

6.4 Systematic Uncertainties in the Υ → µµ Analysis

The systematic uncertainties for the beam-constrained Υ → µµ analysis are determined
as follows:

• The systematic uncertainty due to QED radiative corrections is estimated by
removing some of the terms in the NLO Kuraev-Fadin form factor and repeating
the determination of ∆p/p, as was done for the J/ψ analysis. If we revert back
to the LO form factor of Eqn. 1, we observe a change of 6 ppm. If we include
additional terms linear in β but not include the β2 terms, we observe a change
<1 ppm compared to the complete NLO Kuraev-Fadin form factor. As the
Kuraev-Fadin form factor is also used in the extremely precise measurement
of the J/ψ mass in e+e− annihilation, the small variation that we observe is
commensurate with the accuracy of the form factor. We quote 1 ppm as the
conservative systematic uncertainty in the fitted ∆p/p due to potential higher-
order QED effects.

• The systematic uncertainty due to non-uniformity of the magnetic field is studied
in the same way as in the J/ψ analysis. The B-field correction obtained from
the J/ψ analysis is applied to both the W data and the Υ data. We compare
the fractional mW shift with the shift in ∆p/p caused by the correction in Υ
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as follows:

• The systematic uncertainty due to QED radiative corrections is estimated by
removing some of the terms in the NLO Kuraev-Fadin form factor and repeating
the determination of ∆p/p, as was done for the J/ψ analysis. If we revert back
to the LO form factor of Eqn. 1, we observe a change of 6 ppm. If we include
additional terms linear in β but not include the β2 terms, we observe a change
<1 ppm compared to the complete NLO Kuraev-Fadin form factor. As the
Kuraev-Fadin form factor is also used in the extremely precise measurement
of the J/ψ mass in e+e− annihilation, the small variation that we observe is
commensurate with the accuracy of the form factor. We quote 1 ppm as the
conservative systematic uncertainty in the fitted ∆p/p due to potential higher-
order QED effects.

• The systematic uncertainty due to non-uniformity of the magnetic field is studied
in the same way as in the J/ψ analysis. The B-field correction obtained from
the J/ψ analysis is applied to both the W data and the Υ data. We compare
the fractional mW shift with the shift in ∆p/p caused by the correction in Υ
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FIG. 2: Calibration of track momentum and electron’s calorimeter energy. (A) Fractional deviation of
momentum ∆p/p (per mille) extracted from fits to the J/ψ → µµ resonance peak as a function of the mean muon
unsigned curvature 〈1/pµT 〉 (blue circles). A linear fit to the points, shown in black, has a slope consistent with zero
(17± 34 keV). The corresponding values of ∆p/p extracted from fits to the Υ → µµ and Z → µµ resonance peaks
are also shown. The combination of all these ∆p/p measurements yields the momentum correction labelled
“combined” which is applied to the lepton tracks in W -boson data. Error bars indicate the uncorrelated
uncertainties (total uncertainty) for the individual boson measurements (combined correction). (B) Distribution of
E/p for the W → eν data (points) and the best-fit simulation (histogram) including the small background from
hadrons misreconstructed as electrons. The arrows indicate the fitting range used for the electron energy calibration.
The relative energy correction ∆SE , averaged over the calibrated W and Z-boson data (see Fig. S13 in [63]), is
compatible with zero. In this and other figures, “PKS” refers to the Kolmogorov-Smirnov probability of agreement
between the shapes of the data and simulated distributions.

uncertainty relative to the LHC, where W bosons are produced from quarks or antiquarks and gluons, the latter
of which have less-precisely known momentum distributions. The moderate collision energy at the Tevatron further
restricts the parton momenta to a range in which their distributions are known more precisely, compared to the
relevant range at the LHC. The LHC detectors partially compensate with larger lepton rapidity coverage. The
improved lepton resolution at the LHC detectors has a minor impact on the MW uncertainty. Although the LHC
dataset is much larger, the lower instantaneous luminosity at the Tevatron and in dedicated low-luminosity LHC runs
helps to improve the resolution on certain kinematic quantities, compared to the typical LHC runs.

The data sample corresponds to an integrated luminosity of 8.8 inverse femtobarns (fb−1) of pp̄ collisions collected
by the CDF II detector [43] between 2002 and 2011, and supersedes the earlier result obtained from a quarter of
these data [41, 43]. In this cylindrical detector (figure 3 of [43]), trajectories of charged particles (tracks) produced in
the collisions are measured by means of a wire drift chamber (a central outer tracking drift chamber, or COT) [48]
immersed in a 1.4 T axial magnetic field. Energy and position measurements of particles are also provided by EM and
hadronic calorimeters surrounding the COT. The calorimeter elements have a projective tower geometry, with each
tower pointing back to the average beam collision point at the center of the detector. Additional drift chambers [49]
surrounding the calorimeters identify muon candidates as penetrating particles. The momentum perpendicular to the
beam axis (cylindrical z-axis) is denoted as pT (if measured in the COT) or ET (if measured in the calorimeters).
The measurement uses high-purity samples of electron and muon (together referred to as lepton) decays of the W±

bosons, W → eν and W → µν, respectively (e, electron; ν, neutrino; µ, muon).

W and Z boson event selection

Events with a candidate muon with pT > 18 GeV or electron with ET > 18 GeV [50] are selected online by the trigger
system for offline analysis. The following offline criteria select fairly pure samples of W → µν and W → eν decays.
Muon candidates must have pT > 30 GeV, with requirements on COT-track quality, calorimeter-energy deposition, and
muon-chamber signals. Cosmic-ray muons are rejected with a targeted tracking algorithm [51]. Electron candidates
must have a COT track with pT > 18 GeV and an EM calorimeter-energy deposition with ET > 30 GeV, and must
meet requirements for COT track quality, matching of position and energy measured in the COT and in the calorimeter
(ET /pT < 1.6), and spatial distributions of energy depositions in the calorimeters [43]. Leptons are required to be
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FIG. 2: (Left) Fractional deviation of momentum ∆p/p extracted from fits to the J/ψ → µµ resonance peak as a
function of the mean muon unsigned curvature 〈1/pµT 〉 (blue circles). A linear fit to the points, shown in black, has a
slope consistent with zero (17± 34 keV). (Right) Distribution of E/p for the W → eν data (points) and the best-fit
simulation (histogram) including the small background from hadrons misreconstructed as electrons. The arrows
indicate the fitting range used for the electron energy calibration. The relative energy correction ∆SE , averaged
over the calibrated W and Z-boson data (see Fig. 18 in the supporting online material for this paper), is compatible
with zero.

Events with a candidate muon with pT > 18 GeV or electron with ET > 18 GeV [37] are selected online by the182

trigger system for offline analysis. The following offline criteria select fairly pure samples of W → µν and W → eν183

decays. Muon candidates must have pT > 30 GeV, with requirements on COT-track quality, calorimeter-energy184

deposition, and muon-chamber signals. Cosmic-ray muons are rejected with a targeted tracking algorithm [38].185

Electron candidates must have a COT track with pT > 18 GeV and an EM calorimeter-energy deposition with186

ET > 30 GeV, and pass requirements on COT track quality, matching of position and energy measured in the COT187

and in the calorimeter (ET /pT < 1.6), and spatial distributions of energy depositions in the calorimeters [31]. Leptons188

are required to be central in pseudorapidity (|η| < 1) [37] and within the fiducial region where the relevant detector189

systems have high efficiency and uniform response. When selecting the W -boson candidate sample, we suppress the190

Z-boson background by rejecting events with a second lepton of the same flavor. Events containing two oppositely-191

charged leptons of the same flavor with invariant mass in the range 66–116 GeV and with dilepton pT less than 30 GeV192

provide Z-boson control samples (Z → ee, Z → µµ) to measure the detector response, resolution and efficiency as193

well as the boson pT distributions. The details of the event selection criteria are in Ref. [31].194

The W -boson mass is inferred from the kinematic distributions of the decay leptons. Since the neutrino from the195

W -boson decay is not directly detectable, its transverse momentum pνT is deduced by imposing transverse momentum196

conservation. Longitudinal momentum balance cannot be imposed because most of the beam momenta are carried197

away by collision products that remain close to the beam axis, outside the instrumented regions of the detector.198

Fortunately, such products have small transverse momentum. The transverse momentum vector sum of all detectable199

collision products accompanying the W or Z boson is defined as the hadronic recoil $u = ΣiEi sin(θi)n̂i, where the sum200

is performed over calorimeter towers [39] with energy Ei, polar angle θi, and transverse directions specified by unit201

vectors n̂i. Calorimeter towers containing energy deposition from the charged lepton(s) are excluded from this sum.202

The transverse momentum vector of the neutrino $p ν
T is inferred as $p ν

T ≡ −$p "
T − $u from $pT conservation, where $p "

T is203

the vector pT (ET ) of the muon (electron). In analogy with a two-body mass, the W -boson transverse mass is defined204

using only the transverse momentum vectors as mT =
√

2 ( p"T pνT − $p "
T · $p ν

T ) [40]. High-purity samples of W bosons205

are obtained with the requirements 30 < p"T < 55 GeV, 30 < pνT < 55 GeV, |$u| < 15 GeV, and 60 < mT < 100 GeV.206

This selection retains samples containing precise MW information and low backgrounds. The final samples of W and207

Z bosons consist of 1 811 649 (66 170) W → eν (Z → ee) candidates and 2 424 294 (238 537) W → µν (Z → µµ)208

candidates.209

The data distributions of mT , p"T , and pνT are compared to corresponding simulated line-shapes (“templates”) as210

functions of MW from a custom Monte Carlo simulation. A binned likelihood is maximized to obtain the mass and211

its statistical uncertainty. The kinematic properties of W and Z-boson production and decay are simulated using the212

resbos program [41], which calculates the differential cross section with respect to boson mass, transverse momentum213
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FIG. 2: Calibration of track momentum and electron’s calorimeter energy. (A) Fractional deviation of
momentum ∆p/p (per mille) extracted from fits to the J/ψ → µµ resonance peak as a function of the mean muon
unsigned curvature 〈1/pµT 〉 (blue circles). A linear fit to the points, shown in black, has a slope consistent with zero
(17± 34 keV). The corresponding values of ∆p/p extracted from fits to the Υ → µµ and Z → µµ resonance peaks
are also shown. The combination of all these ∆p/p measurements yields the momentum correction labelled
“combined” which is applied to the lepton tracks in W -boson data. Error bars indicate the uncorrelated
uncertainties (total uncertainty) for the individual boson measurements (combined correction). (B) Distribution of
E/p for the W → eν data (points) and the best-fit simulation (histogram) including the small background from
hadrons misreconstructed as electrons. The arrows indicate the fitting range used for the electron energy calibration.
The relative energy correction ∆SE , averaged over the calibrated W and Z-boson data (see Fig. S13 in [63]), is
compatible with zero. In this and other figures, “PKS” refers to the Kolmogorov-Smirnov probability of agreement
between the shapes of the data and simulated distributions.

uncertainty relative to the LHC, where W bosons are produced from quarks or antiquarks and gluons, the latter
of which have less-precisely known momentum distributions. The moderate collision energy at the Tevatron further
restricts the parton momenta to a range in which their distributions are known more precisely, compared to the
relevant range at the LHC. The LHC detectors partially compensate with larger lepton rapidity coverage. The
improved lepton resolution at the LHC detectors has a minor impact on the MW uncertainty. Although the LHC
dataset is much larger, the lower instantaneous luminosity at the Tevatron and in dedicated low-luminosity LHC runs
helps to improve the resolution on certain kinematic quantities, compared to the typical LHC runs.

The data sample corresponds to an integrated luminosity of 8.8 inverse femtobarns (fb−1) of pp̄ collisions collected
by the CDF II detector [43] between 2002 and 2011, and supersedes the earlier result obtained from a quarter of
these data [41, 43]. In this cylindrical detector (figure 3 of [43]), trajectories of charged particles (tracks) produced in
the collisions are measured by means of a wire drift chamber (a central outer tracking drift chamber, or COT) [48]
immersed in a 1.4 T axial magnetic field. Energy and position measurements of particles are also provided by EM and
hadronic calorimeters surrounding the COT. The calorimeter elements have a projective tower geometry, with each
tower pointing back to the average beam collision point at the center of the detector. Additional drift chambers [49]
surrounding the calorimeters identify muon candidates as penetrating particles. The momentum perpendicular to the
beam axis (cylindrical z-axis) is denoted as pT (if measured in the COT) or ET (if measured in the calorimeters).
The measurement uses high-purity samples of electron and muon (together referred to as lepton) decays of the W±

bosons, W → eν and W → µν, respectively (e, electron; ν, neutrino; µ, muon).

W and Z boson event selection

Events with a candidate muon with pT > 18 GeV or electron with ET > 18 GeV [50] are selected online by the trigger
system for offline analysis. The following offline criteria select fairly pure samples of W → µν and W → eν decays.
Muon candidates must have pT > 30 GeV, with requirements on COT-track quality, calorimeter-energy deposition, and
muon-chamber signals. Cosmic-ray muons are rejected with a targeted tracking algorithm [51]. Electron candidates
must have a COT track with pT > 18 GeV and an EM calorimeter-energy deposition with ET > 30 GeV, and must
meet requirements for COT track quality, matching of position and energy measured in the COT and in the calorimeter
(ET /pT < 1.6), and spatial distributions of energy depositions in the calorimeters [43]. Leptons are required to be
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Figure 20: Fitted ∆p/p of the seventh (left) and eighth (right) 〈1/pµ
T 〉 bin in Fig. 10.
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Figure 21: Fitted ∆p/p of the ninth (left) and tenth (right) 〈1/pµ
T 〉 bin in Fig. 10.
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Figure 22: Fitted ∆p/p of the eleventh (left) and twelfth (right) 〈1/pµ
T 〉 bin in Fig. 10.

B Modeling uncertainty in the J/ψ → µµ analysis

To test the sensitivity of our kinematic cuts to unmodelled effects such as trigger effi-
ciency, we have varied the transverse momentum cut by 200 MeV in both the data and

• Data 
Simulation
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FIG. 2: Calibration of track momentum and electron’s calorimeter energy. (A) Fractional deviation of
momentum ∆p/p (per mille) extracted from fits to the J/ψ → µµ resonance peak as a function of the mean muon
unsigned curvature 〈1/pµT 〉 (blue circles). A linear fit to the points, shown in black, has a slope consistent with zero
(17± 34 keV). The corresponding values of ∆p/p extracted from fits to the Υ → µµ and Z → µµ resonance peaks
are also shown. The combination of all these ∆p/p measurements yields the momentum correction labelled
“combined” which is applied to the lepton tracks in W -boson data. Error bars indicate the uncorrelated
uncertainties (total uncertainty) for the individual boson measurements (combined correction). (B) Distribution of
E/p for the W → eν data (points) and the best-fit simulation (histogram) including the small background from
hadrons misreconstructed as electrons. The arrows indicate the fitting range used for the electron energy calibration.
The relative energy correction ∆SE , averaged over the calibrated W and Z-boson data (see Fig. S13 in [63]), is
compatible with zero. In this and other figures, “PKS” refers to the Kolmogorov-Smirnov probability of agreement
between the shapes of the data and simulated distributions.

uncertainty relative to the LHC, where W bosons are produced from quarks or antiquarks and gluons, the latter
of which have less-precisely known momentum distributions. The moderate collision energy at the Tevatron further
restricts the parton momenta to a range in which their distributions are known more precisely, compared to the
relevant range at the LHC. The LHC detectors partially compensate with larger lepton rapidity coverage. The
improved lepton resolution at the LHC detectors has a minor impact on the MW uncertainty. Although the LHC
dataset is much larger, the lower instantaneous luminosity at the Tevatron and in dedicated low-luminosity LHC runs
helps to improve the resolution on certain kinematic quantities, compared to the typical LHC runs.

The data sample corresponds to an integrated luminosity of 8.8 inverse femtobarns (fb−1) of pp̄ collisions collected
by the CDF II detector [43] between 2002 and 2011, and supersedes the earlier result obtained from a quarter of
these data [41, 43]. In this cylindrical detector (figure 3 of [43]), trajectories of charged particles (tracks) produced in
the collisions are measured by means of a wire drift chamber (a central outer tracking drift chamber, or COT) [48]
immersed in a 1.4 T axial magnetic field. Energy and position measurements of particles are also provided by EM and
hadronic calorimeters surrounding the COT. The calorimeter elements have a projective tower geometry, with each
tower pointing back to the average beam collision point at the center of the detector. Additional drift chambers [49]
surrounding the calorimeters identify muon candidates as penetrating particles. The momentum perpendicular to the
beam axis (cylindrical z-axis) is denoted as pT (if measured in the COT) or ET (if measured in the calorimeters).
The measurement uses high-purity samples of electron and muon (together referred to as lepton) decays of the W±

bosons, W → eν and W → µν, respectively (e, electron; ν, neutrino; µ, muon).

W and Z boson event selection

Events with a candidate muon with pT > 18 GeV or electron with ET > 18 GeV [50] are selected online by the trigger
system for offline analysis. The following offline criteria select fairly pure samples of W → µν and W → eν decays.
Muon candidates must have pT > 30 GeV, with requirements on COT-track quality, calorimeter-energy deposition, and
muon-chamber signals. Cosmic-ray muons are rejected with a targeted tracking algorithm [51]. Electron candidates
must have a COT track with pT > 18 GeV and an EM calorimeter-energy deposition with ET > 30 GeV, and must
meet requirements for COT track quality, matching of position and energy measured in the COT and in the calorimeter
(ET /pT < 1.6), and spatial distributions of energy depositions in the calorimeters [43]. Leptons are required to be
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FIG. 2: (Left) Fractional deviation of momentum ∆p/p extracted from fits to the J/ψ → µµ resonance peak as a
function of the mean muon unsigned curvature 〈1/pµT 〉 (blue circles). A linear fit to the points, shown in black, has a
slope consistent with zero (17± 34 keV). (Right) Distribution of E/p for the W → eν data (points) and the best-fit
simulation (histogram) including the small background from hadrons misreconstructed as electrons. The arrows
indicate the fitting range used for the electron energy calibration. The relative energy correction ∆SE , averaged
over the calibrated W and Z-boson data (see Fig. 18 in the supporting online material for this paper), is compatible
with zero.

Events with a candidate muon with pT > 18 GeV or electron with ET > 18 GeV [37] are selected online by the182

trigger system for offline analysis. The following offline criteria select fairly pure samples of W → µν and W → eν183

decays. Muon candidates must have pT > 30 GeV, with requirements on COT-track quality, calorimeter-energy184

deposition, and muon-chamber signals. Cosmic-ray muons are rejected with a targeted tracking algorithm [38].185

Electron candidates must have a COT track with pT > 18 GeV and an EM calorimeter-energy deposition with186

ET > 30 GeV, and pass requirements on COT track quality, matching of position and energy measured in the COT187

and in the calorimeter (ET /pT < 1.6), and spatial distributions of energy depositions in the calorimeters [31]. Leptons188

are required to be central in pseudorapidity (|η| < 1) [37] and within the fiducial region where the relevant detector189

systems have high efficiency and uniform response. When selecting the W -boson candidate sample, we suppress the190

Z-boson background by rejecting events with a second lepton of the same flavor. Events containing two oppositely-191

charged leptons of the same flavor with invariant mass in the range 66–116 GeV and with dilepton pT less than 30 GeV192

provide Z-boson control samples (Z → ee, Z → µµ) to measure the detector response, resolution and efficiency as193

well as the boson pT distributions. The details of the event selection criteria are in Ref. [31].194

The W -boson mass is inferred from the kinematic distributions of the decay leptons. Since the neutrino from the195

W -boson decay is not directly detectable, its transverse momentum pνT is deduced by imposing transverse momentum196

conservation. Longitudinal momentum balance cannot be imposed because most of the beam momenta are carried197

away by collision products that remain close to the beam axis, outside the instrumented regions of the detector.198

Fortunately, such products have small transverse momentum. The transverse momentum vector sum of all detectable199

collision products accompanying the W or Z boson is defined as the hadronic recoil $u = ΣiEi sin(θi)n̂i, where the sum200

is performed over calorimeter towers [39] with energy Ei, polar angle θi, and transverse directions specified by unit201

vectors n̂i. Calorimeter towers containing energy deposition from the charged lepton(s) are excluded from this sum.202

The transverse momentum vector of the neutrino $p ν
T is inferred as $p ν

T ≡ −$p "
T − $u from $pT conservation, where $p "

T is203

the vector pT (ET ) of the muon (electron). In analogy with a two-body mass, the W -boson transverse mass is defined204

using only the transverse momentum vectors as mT =
√

2 ( p"T pνT − $p "
T · $p ν

T ) [40]. High-purity samples of W bosons205

are obtained with the requirements 30 < p"T < 55 GeV, 30 < pνT < 55 GeV, |$u| < 15 GeV, and 60 < mT < 100 GeV.206

This selection retains samples containing precise MW information and low backgrounds. The final samples of W and207

Z bosons consist of 1 811 649 (66 170) W → eν (Z → ee) candidates and 2 424 294 (238 537) W → µν (Z → µµ)208

candidates.209

The data distributions of mT , p"T , and pνT are compared to corresponding simulated line-shapes (“templates”) as210

functions of MW from a custom Monte Carlo simulation. A binned likelihood is maximized to obtain the mass and211

its statistical uncertainty. The kinematic properties of W and Z-boson production and decay are simulated using the212

resbos program [41], which calculates the differential cross section with respect to boson mass, transverse momentum213
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FIG. 2: Calibration of track momentum and electron’s calorimeter energy. (A) Fractional deviation of
momentum ∆p/p (per mille) extracted from fits to the J/ψ → µµ resonance peak as a function of the mean muon
unsigned curvature 〈1/pµT 〉 (blue circles). A linear fit to the points, shown in black, has a slope consistent with zero
(17± 34 keV). The corresponding values of ∆p/p extracted from fits to the Υ → µµ and Z → µµ resonance peaks
are also shown. The combination of all these ∆p/p measurements yields the momentum correction labelled
“combined” which is applied to the lepton tracks in W -boson data. Error bars indicate the uncorrelated
uncertainties (total uncertainty) for the individual boson measurements (combined correction). (B) Distribution of
E/p for the W → eν data (points) and the best-fit simulation (histogram) including the small background from
hadrons misreconstructed as electrons. The arrows indicate the fitting range used for the electron energy calibration.
The relative energy correction ∆SE , averaged over the calibrated W and Z-boson data (see Fig. S13 in [63]), is
compatible with zero. In this and other figures, “PKS” refers to the Kolmogorov-Smirnov probability of agreement
between the shapes of the data and simulated distributions.

uncertainty relative to the LHC, where W bosons are produced from quarks or antiquarks and gluons, the latter
of which have less-precisely known momentum distributions. The moderate collision energy at the Tevatron further
restricts the parton momenta to a range in which their distributions are known more precisely, compared to the
relevant range at the LHC. The LHC detectors partially compensate with larger lepton rapidity coverage. The
improved lepton resolution at the LHC detectors has a minor impact on the MW uncertainty. Although the LHC
dataset is much larger, the lower instantaneous luminosity at the Tevatron and in dedicated low-luminosity LHC runs
helps to improve the resolution on certain kinematic quantities, compared to the typical LHC runs.

The data sample corresponds to an integrated luminosity of 8.8 inverse femtobarns (fb−1) of pp̄ collisions collected
by the CDF II detector [43] between 2002 and 2011, and supersedes the earlier result obtained from a quarter of
these data [41, 43]. In this cylindrical detector (figure 3 of [43]), trajectories of charged particles (tracks) produced in
the collisions are measured by means of a wire drift chamber (a central outer tracking drift chamber, or COT) [48]
immersed in a 1.4 T axial magnetic field. Energy and position measurements of particles are also provided by EM and
hadronic calorimeters surrounding the COT. The calorimeter elements have a projective tower geometry, with each
tower pointing back to the average beam collision point at the center of the detector. Additional drift chambers [49]
surrounding the calorimeters identify muon candidates as penetrating particles. The momentum perpendicular to the
beam axis (cylindrical z-axis) is denoted as pT (if measured in the COT) or ET (if measured in the calorimeters).
The measurement uses high-purity samples of electron and muon (together referred to as lepton) decays of the W±

bosons, W → eν and W → µν, respectively (e, electron; ν, neutrino; µ, muon).

W and Z boson event selection

Events with a candidate muon with pT > 18 GeV or electron with ET > 18 GeV [50] are selected online by the trigger
system for offline analysis. The following offline criteria select fairly pure samples of W → µν and W → eν decays.
Muon candidates must have pT > 30 GeV, with requirements on COT-track quality, calorimeter-energy deposition, and
muon-chamber signals. Cosmic-ray muons are rejected with a targeted tracking algorithm [51]. Electron candidates
must have a COT track with pT > 18 GeV and an EM calorimeter-energy deposition with ET > 30 GeV, and must
meet requirements for COT track quality, matching of position and energy measured in the COT and in the calorimeter
(ET /pT < 1.6), and spatial distributions of energy depositions in the calorimeters [43]. Leptons are required to be
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Figure 20: Fitted ∆p/p of the seventh (left) and eighth (right) 〈1/pµ
T 〉 bin in Fig. 10.
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Figure 21: Fitted ∆p/p of the ninth (left) and tenth (right) 〈1/pµ
T 〉 bin in Fig. 10.
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Figure 22: Fitted ∆p/p of the eleventh (left) and twelfth (right) 〈1/pµ
T 〉 bin in Fig. 10.

B Modeling uncertainty in the J/ψ → µµ analysis

To test the sensitivity of our kinematic cuts to unmodelled effects such as trigger effi-
ciency, we have varied the transverse momentum cut by 200 MeV in both the data and

• Data 
Simulation

J/ψ→μμ J/ψ→μμ  pT bin 8
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Cross-check and combination with Z → μμ
Using the momentum scale extracted from J/ψ / Υ → μμ data, perform “blind” 
measurement of MZ from Z → μμ data

Measured MZ consistent with PDG value of 91188 MeV
MZ = 91192.0 ± 6.4stat ± 2.3mom. scale ± 3.1QED ± 1.0align. MeV
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Figure 3: (Left) The fitted Z → µµ mass using the COT momentum scale derived from
J/ψ → µµ and Υ → µµ mass fits. The arrows indicate the fit range. (Right) The difference
between data and simulation, normalized by its statistical error.

5 Z → ee Mass Measurement

The CEM energy scale has been set using the E/p distribution of the electrons from W → eν
and Z → ee data, including both the overall scale and the non-linearity, as well as the tuning
of the passive material [2]. Using the settings, the maximum-likelihood fit to the inclusive
Z → ee sample is shown in Fig. 4. Referring to [2] for the systematic uncertainties on the
Z → ee mass fit due to E/p calibration and to [5, 7] for the systematic uncertainty due to
QED radiative corrections, we measure

MZ = (91 194.0 ± 13.9 stat ± 6.5E/p ± 2.3momentum ± 0.8αθ
± 0.7QED) MeV (10)

which is consistent with the world-average value within 0.4 σ. “momentum” refers to the
track momentum calibration uncertainty from Eqn. 5 and “alignment” refers to the uncer-
tainty from αθ in Eqn. 1. We can convert this measurement to an independent calibration
of the CEM energy scale ∆SE ≡ SE − 1,

(∆SE)Zmass = (70 ± 164stat ± 8αθ
± 24β ± 4κγ ± 22world) ppm (11)

where we do not include the QED systematic uncertainty because the latter is strongly
correlated between the W and Z boson mass measurements. The uncertainty due to the
CEM non-linearity is denoted by β [2] and the uncertainty due to the secondary CEM
resolution is denoted by κγ [2], where uncertainty in this context refers to the difference in
the shift in the W boson mass and the Z boson mass due to a 1σ change in these parameters.

Combining with the E/p-based energy scale which was set to unity, but has an uncertainty
of 76 ppm (shown as the systematic uncertainty in Eqn. 10) from the track momentum and
cluster energy and non-linearity calibrations and QED radiative corrections, we obtain the

6

χ2/dof = 33 / 30 

Pχ2 = 29 % 

PKS = 88 %

• Data 
Simulation

Final calibration using all J/ψ / Υ / Z → μμ fits yields an uncertainty of 2 MeV on MW

Combined momentum scale:

Δp/p = (−1389 ± 25syst) parts per million
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FIG. 2: Calibration of track momentum and electron’s calorimeter energy. (A) Fractional deviation of
momentum ∆p/p (per mille) extracted from fits to the J/ψ → µµ resonance peak as a function of the mean muon
unsigned curvature 〈1/pµT 〉 (blue circles). A linear fit to the points, shown in black, has a slope consistent with zero
(17± 34 keV). The corresponding values of ∆p/p extracted from fits to the Υ → µµ and Z → µµ resonance peaks
are also shown. The combination of all these ∆p/p measurements yields the momentum correction labelled
“combined” which is applied to the lepton tracks in W -boson data. Error bars indicate the uncorrelated
uncertainties (total uncertainty) for the individual boson measurements (combined correction). (B) Distribution of
E/p for the W → eν data (points) and the best-fit simulation (histogram) including the small background from
hadrons misreconstructed as electrons. The arrows indicate the fitting range used for the electron energy calibration.
The relative energy correction ∆SE , averaged over the calibrated W and Z-boson data (see Fig. S13 in [63]), is
compatible with zero. In this and other figures, “PKS” refers to the Kolmogorov-Smirnov probability of agreement
between the shapes of the data and simulated distributions.

uncertainty relative to the LHC, where W bosons are produced from quarks or antiquarks and gluons, the latter
of which have less-precisely known momentum distributions. The moderate collision energy at the Tevatron further
restricts the parton momenta to a range in which their distributions are known more precisely, compared to the
relevant range at the LHC. The LHC detectors partially compensate with larger lepton rapidity coverage. The
improved lepton resolution at the LHC detectors has a minor impact on the MW uncertainty. Although the LHC
dataset is much larger, the lower instantaneous luminosity at the Tevatron and in dedicated low-luminosity LHC runs
helps to improve the resolution on certain kinematic quantities, compared to the typical LHC runs.

The data sample corresponds to an integrated luminosity of 8.8 inverse femtobarns (fb−1) of pp̄ collisions collected
by the CDF II detector [43] between 2002 and 2011, and supersedes the earlier result obtained from a quarter of
these data [41, 43]. In this cylindrical detector (figure 3 of [43]), trajectories of charged particles (tracks) produced in
the collisions are measured by means of a wire drift chamber (a central outer tracking drift chamber, or COT) [48]
immersed in a 1.4 T axial magnetic field. Energy and position measurements of particles are also provided by EM and
hadronic calorimeters surrounding the COT. The calorimeter elements have a projective tower geometry, with each
tower pointing back to the average beam collision point at the center of the detector. Additional drift chambers [49]
surrounding the calorimeters identify muon candidates as penetrating particles. The momentum perpendicular to the
beam axis (cylindrical z-axis) is denoted as pT (if measured in the COT) or ET (if measured in the calorimeters).
The measurement uses high-purity samples of electron and muon (together referred to as lepton) decays of the W±

bosons, W → eν and W → µν, respectively (e, electron; ν, neutrino; µ, muon).

W and Z boson event selection

Events with a candidate muon with pT > 18 GeV or electron with ET > 18 GeV [50] are selected online by the trigger
system for offline analysis. The following offline criteria select fairly pure samples of W → µν and W → eν decays.
Muon candidates must have pT > 30 GeV, with requirements on COT-track quality, calorimeter-energy deposition, and
muon-chamber signals. Cosmic-ray muons are rejected with a targeted tracking algorithm [51]. Electron candidates
must have a COT track with pT > 18 GeV and an EM calorimeter-energy deposition with ET > 30 GeV, and must
meet requirements for COT track quality, matching of position and energy measured in the COT and in the calorimeter
(ET /pT < 1.6), and spatial distributions of energy depositions in the calorimeters [43]. Leptons are required to be
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FIG. 2: (Left) Fractional deviation of momentum ∆p/p extracted from fits to the J/ψ → µµ resonance peak as a
function of the mean muon unsigned curvature 〈1/pµT 〉 (blue circles). A linear fit to the points, shown in black, has a
slope consistent with zero (17± 34 keV). (Right) Distribution of E/p for the W → eν data (points) and the best-fit
simulation (histogram) including the small background from hadrons misreconstructed as electrons. The arrows
indicate the fitting range used for the electron energy calibration. The relative energy correction ∆SE , averaged
over the calibrated W and Z-boson data (see Fig. 18 in the supporting online material for this paper), is compatible
with zero.

Events with a candidate muon with pT > 18 GeV or electron with ET > 18 GeV [37] are selected online by the182

trigger system for offline analysis. The following offline criteria select fairly pure samples of W → µν and W → eν183

decays. Muon candidates must have pT > 30 GeV, with requirements on COT-track quality, calorimeter-energy184

deposition, and muon-chamber signals. Cosmic-ray muons are rejected with a targeted tracking algorithm [38].185

Electron candidates must have a COT track with pT > 18 GeV and an EM calorimeter-energy deposition with186

ET > 30 GeV, and pass requirements on COT track quality, matching of position and energy measured in the COT187

and in the calorimeter (ET /pT < 1.6), and spatial distributions of energy depositions in the calorimeters [31]. Leptons188

are required to be central in pseudorapidity (|η| < 1) [37] and within the fiducial region where the relevant detector189

systems have high efficiency and uniform response. When selecting the W -boson candidate sample, we suppress the190

Z-boson background by rejecting events with a second lepton of the same flavor. Events containing two oppositely-191

charged leptons of the same flavor with invariant mass in the range 66–116 GeV and with dilepton pT less than 30 GeV192

provide Z-boson control samples (Z → ee, Z → µµ) to measure the detector response, resolution and efficiency as193

well as the boson pT distributions. The details of the event selection criteria are in Ref. [31].194

The W -boson mass is inferred from the kinematic distributions of the decay leptons. Since the neutrino from the195

W -boson decay is not directly detectable, its transverse momentum pνT is deduced by imposing transverse momentum196

conservation. Longitudinal momentum balance cannot be imposed because most of the beam momenta are carried197

away by collision products that remain close to the beam axis, outside the instrumented regions of the detector.198

Fortunately, such products have small transverse momentum. The transverse momentum vector sum of all detectable199

collision products accompanying the W or Z boson is defined as the hadronic recoil $u = ΣiEi sin(θi)n̂i, where the sum200

is performed over calorimeter towers [39] with energy Ei, polar angle θi, and transverse directions specified by unit201

vectors n̂i. Calorimeter towers containing energy deposition from the charged lepton(s) are excluded from this sum.202

The transverse momentum vector of the neutrino $p ν
T is inferred as $p ν

T ≡ −$p "
T − $u from $pT conservation, where $p "

T is203

the vector pT (ET ) of the muon (electron). In analogy with a two-body mass, the W -boson transverse mass is defined204

using only the transverse momentum vectors as mT =
√

2 ( p"T pνT − $p "
T · $p ν

T ) [40]. High-purity samples of W bosons205

are obtained with the requirements 30 < p"T < 55 GeV, 30 < pνT < 55 GeV, |$u| < 15 GeV, and 60 < mT < 100 GeV.206

This selection retains samples containing precise MW information and low backgrounds. The final samples of W and207

Z bosons consist of 1 811 649 (66 170) W → eν (Z → ee) candidates and 2 424 294 (238 537) W → µν (Z → µµ)208

candidates.209

The data distributions of mT , p"T , and pνT are compared to corresponding simulated line-shapes (“templates”) as210

functions of MW from a custom Monte Carlo simulation. A binned likelihood is maximized to obtain the mass and211

its statistical uncertainty. The kinematic properties of W and Z-boson production and decay are simulated using the212

resbos program [41], which calculates the differential cross section with respect to boson mass, transverse momentum213
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FIG. 2: Calibration of track momentum and electron’s calorimeter energy. (A) Fractional deviation of
momentum ∆p/p (per mille) extracted from fits to the J/ψ → µµ resonance peak as a function of the mean muon
unsigned curvature 〈1/pµT 〉 (blue circles). A linear fit to the points, shown in black, has a slope consistent with zero
(17± 34 keV). The corresponding values of ∆p/p extracted from fits to the Υ → µµ and Z → µµ resonance peaks
are also shown. The combination of all these ∆p/p measurements yields the momentum correction labelled
“combined” which is applied to the lepton tracks in W -boson data. Error bars indicate the uncorrelated
uncertainties (total uncertainty) for the individual boson measurements (combined correction). (B) Distribution of
E/p for the W → eν data (points) and the best-fit simulation (histogram) including the small background from
hadrons misreconstructed as electrons. The arrows indicate the fitting range used for the electron energy calibration.
The relative energy correction ∆SE , averaged over the calibrated W and Z-boson data (see Fig. S13 in [63]), is
compatible with zero. In this and other figures, “PKS” refers to the Kolmogorov-Smirnov probability of agreement
between the shapes of the data and simulated distributions.

uncertainty relative to the LHC, where W bosons are produced from quarks or antiquarks and gluons, the latter
of which have less-precisely known momentum distributions. The moderate collision energy at the Tevatron further
restricts the parton momenta to a range in which their distributions are known more precisely, compared to the
relevant range at the LHC. The LHC detectors partially compensate with larger lepton rapidity coverage. The
improved lepton resolution at the LHC detectors has a minor impact on the MW uncertainty. Although the LHC
dataset is much larger, the lower instantaneous luminosity at the Tevatron and in dedicated low-luminosity LHC runs
helps to improve the resolution on certain kinematic quantities, compared to the typical LHC runs.

The data sample corresponds to an integrated luminosity of 8.8 inverse femtobarns (fb−1) of pp̄ collisions collected
by the CDF II detector [43] between 2002 and 2011, and supersedes the earlier result obtained from a quarter of
these data [41, 43]. In this cylindrical detector (figure 3 of [43]), trajectories of charged particles (tracks) produced in
the collisions are measured by means of a wire drift chamber (a central outer tracking drift chamber, or COT) [48]
immersed in a 1.4 T axial magnetic field. Energy and position measurements of particles are also provided by EM and
hadronic calorimeters surrounding the COT. The calorimeter elements have a projective tower geometry, with each
tower pointing back to the average beam collision point at the center of the detector. Additional drift chambers [49]
surrounding the calorimeters identify muon candidates as penetrating particles. The momentum perpendicular to the
beam axis (cylindrical z-axis) is denoted as pT (if measured in the COT) or ET (if measured in the calorimeters).
The measurement uses high-purity samples of electron and muon (together referred to as lepton) decays of the W±

bosons, W → eν and W → µν, respectively (e, electron; ν, neutrino; µ, muon).

W and Z boson event selection

Events with a candidate muon with pT > 18 GeV or electron with ET > 18 GeV [50] are selected online by the trigger
system for offline analysis. The following offline criteria select fairly pure samples of W → µν and W → eν decays.
Muon candidates must have pT > 30 GeV, with requirements on COT-track quality, calorimeter-energy deposition, and
muon-chamber signals. Cosmic-ray muons are rejected with a targeted tracking algorithm [51]. Electron candidates
must have a COT track with pT > 18 GeV and an EM calorimeter-energy deposition with ET > 30 GeV, and must
meet requirements for COT track quality, matching of position and energy measured in the COT and in the calorimeter
(ET /pT < 1.6), and spatial distributions of energy depositions in the calorimeters [43]. Leptons are required to be
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Figure 20: Fitted ∆p/p of the seventh (left) and eighth (right) 〈1/pµ
T 〉 bin in Fig. 10.
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Figure 21: Fitted ∆p/p of the ninth (left) and tenth (right) 〈1/pµ
T 〉 bin in Fig. 10.
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Figure 22: Fitted ∆p/p of the eleventh (left) and twelfth (right) 〈1/pµ
T 〉 bin in Fig. 10.

B Modeling uncertainty in the J/ψ → µµ analysis

To test the sensitivity of our kinematic cuts to unmodelled effects such as trigger effi-
ciency, we have varied the transverse momentum cut by 200 MeV in both the data and

• Data 
Simulation
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EM calorimeter response
➡ Energy loss distributions calculated using detailed GEANT4 calorimeter simulation 

tuned on CDF data [NIMA 729 (2013) pp 25-35], including:


‣ Leakage into the hadronic calorimeter


‣ Absorption in the coil


‣ Dependence on the incident angle and ET


➡ Energy-dependent gain (non-linearity) parametrised as  with 
 from fits to W → eν and Z → ee E/p data in ET bins


➡ Energy resolution parametrised as a fixed sampling term plus a tuneable constant


‣ Constant terms are fit to the widths of the E/p and Z → ee peaks

1 + β ln(ET/39 GeV)
β = (7.2 ± 0.4stat) × 10−3
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Figure 1: The calorimeter energy scale fitted from the E/p distribution of the W → eν data
(left) and Z → ee data (right). The best-fit value of SE and its statistical error is shown on
each plot, and the combined SE value is shown in Eqn. 1.

the front to the back, effectively reducing the response of the front layers. On the other hand,
the back layers are wider, increasing the attenuation in the back scintillators relative to the
front. By construction, the latter two effects are made to cancel each other by controlling,
as a function of depth, the reflectivity of the aluminum panels on the outer side of the
wavelength-shifter. Ultimately, small variations in these cancelling effects, and variations in
the thickness of the lead and scintillator layers as a function of depth, will contribute to a
depth-dependent response. The data are described by a response variation that is linear in
shower depth, which in turn varies logarithmically with shower energy

∆SE = β log(ET /39 GeV) . (2)

We use Eqn. 2 to simulate the CEM response in DukeSim [6, 7], and tune the value of β to
fit the W → eν and Z → ee data simultaneously. The best fit value of

β = (7.2 ± 0.40stat) × 10−3 (3)

describes the W and Z data on average, where these data are statistically consistent as
shown in Fig. 2. The simulation used for making Fig. 2 already includes the non-linearity
model of Eqn. 3.

4 Spatial and temporal uniformity

The spatial uniformity of the CEM response within a tower has been discussed in [8]. The
variation of SE as a function of tower pseudorapidity is shown in Fig. 3. The tower response
(averaged over east and west) has been tuned in the data by applying corrections at the 1%

3

χ2/dof = 39 / 33 

Pχ2 = 21 % 

PKS = 69 %

SE = (12 ± 43stat ± 30non−linear ± 34X0 ± 45track) × 10−6

• Data 
Simulation

ECAL/ptrack

Low tail used for tuning 
calorimeter thickness

High tail used for tuning 
radiative material model

✓ Energy scale (SE) uncertainty on MW : 6 MeV

✓ Non-linearity (β) uncertainty on MW : 2 MeV

✓ Performed uniformity check in bins of η

50

EM Calorimeter Uniformity

●  Checking uniformity of energy scale in bins of electron pseudo-
rapidity
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Z → ee mass cross-check and combination

 (GeV)  eem
70 80 90 100 110

Ev
en

ts
 / 

0.
5 

G
eV

0

2

4

310×
) MeVstat 13.9± = (91194 ZM

/dof = 47 / 382χ

 (GeV)  eem70 80 90 100 110

χ

-5

0

5
/dof = 47 / 382χ

ee→Z

Figure 4: (Left) The fitted Z → ee mass using the CEM energy scale derived from E/p-based
calibrations. The arrows indicate the fit range. (Right) The difference between data and
simulation, normalized by its statistical error.

final CEM energy scale using the BLUE method

∆SE = −14 ± 72 ppm (12)

to be used for the W boson mass measurement. The Z → ee mass-based calibration carries
a weight of 20% in this combination, and reduces the uncertainty by 10%.

6 Cross-checks

We fit the Z → ee mass peak reconstructed using the track momenta instead of the cluster
energies, as shown in Fig. 5. We find consistency within statistical uncertainty of this
mass measurement with the Z → ee mass using cluster energies at the 1.3σ level, and also
consistency with the Z → µµ mass measurement at the 1.5σ level statistically2.

For additional cross-checks, we separate the Z → ee inclusive sample into sub-samples
based on the value of E/p for the electrons. We define an electron with E/p < 1.11 as
non-radiative and an electron with E/p > 1.11 as radiative. We fit the three sub-samples
with combinations of radiative and non-radiative electrons with corresponding simulated
templates. The results are shown in Fig. 6 for mass reconstruction using cluster energies
and track momenta respectively. The sub-sample fits yield mass values that are consistent
with each other within statistical uncertainties.

The statistically most precise measurement of the Z → ee track mass is obtained by
combining the sub-sample fit results. Since the fit with two radiative electrons has negligible
statistical power, and since the non-radiative tracks are used to set the CEM energy scale

2This comparison includes the systematic uncertainty on the inclusive dielectron-track mass measurement
due to the detector material, which is 5 MeV and therefore has minimal effect on the comparison.

7

• Data 
Simulation

χ2/dof = 46 / 38 

Pχ2 = 16 % 

PKS = 93 %

✓ Perform “blind” measurement of MZ from Z → ee data using E/p-based calibration

Measured MZ consistent with PDG value of 91188 MeV
MZ = 91194.3 ± 13.8stat ± 6.5calor. ± 2.3mom. ± 3.1QED ± 0.8align. MeV

✓ Combine E/p calibration with Z → ee mass fit for maximum precision

Uncertainty on MW from final calorimeter calibration 5.8 MeV

ΔSE = (−14 ± 72) parts per million
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Lepton resolutions

❖ Tracking resolution parametrised in custom simulation by:


★ Radius-dependent COT hit resolution 


★ Beam spot size 


★ Tuned on the widths of the Z → μμ (beam-constrained) and Υ → μμ (both BC 
and NBC) mass peaks


★ Uncertainty on MW from muon pT resolution: 0.3 MeV


❖ Electron cluster resolution parametrised in custom simulation by:


★ 12.6% / √ET (sampling term)


★ Constant term κ = (0.73 ± 0.02stat)%


★ Tuned on the widths of the E/p and Z → ee peaks (selecting radiative electrons)


★ Uncertainty on MW from electron ET resolution: 0.9 MeV

σh = (150 ± 1stat) μm

σb = (36.0 ± 0.5stat) μm
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Recoil model
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Building the model

The hadronic recoil momentum vector u has:


‣ A soft, randomly oriented “spectator interaction” component


✓ Modelled using minimum-bias data with tuneable magnitude


‣ A hard “jet” component, directed opposite to the boson pT


✓ Use pT-dependent response and resolution parameterisations


✓ The hadronic response Rrec = ureconstr. / utrue is parametrised as a logarithmically 
increasing function of boson pT motivated by Z boson data
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Figure 1: Variation of the scaled recoil projection |!urecon · p̂T ("")|/pT ("") plotted vs pT ("").
The data (blue circles) are compared to the tuned simulation (red histogram). Note that
these distributions are not used for tuning.

We use the Z → µµ and Z → ee data to tune the parameters of the response function
using a more robust projection. We define the η axis as being parallel to the dilepton !pT ("")
axis and the ξ axis perpendicular to the η axis. These axes are illustrated in Fig. 2.
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Figure 2: The !pT vectors of the two leptons in Z → "" events, illustrating the η axis parallel
to the !pT ("") direction and the ξ axis perpendicular to it.

We project the scaled pT -balance [R · !pT ("") + !u] onto the η and ξ axes and tune the
simulation parameters to match these projections in the data. The response parameters a
and b from Eqn. 1 are tuned using the mean value 〈R · pη("") + uη〉 as a function of pT ("").
The comparisons of the data and the tuned simulation are shown in Fig. 3. As expected, the
scaled pT -balance averages to approximately1 zero as a function of pT (""). The tuned values

1It is not exactly zero because the response function is applied to the generator-level recoil vector in the
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The comparisons of the data and the tuned simulation are shown in Fig. 3. As expected, the
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Tuning the model with Z events
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We use the Z → µµ and Z → ee data to tune the parameters of the response function
using a more robust projection. We define the η axis as being parallel to the dilepton !pT ("")
axis and the ξ axis perpendicular to the η axis. These axes are illustrated in Fig. 2.
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We project the scaled pT -balance [R · !pT ("") + !u] onto the η and ξ axes and tune the
simulation parameters to match these projections in the data. The response parameters a
and b from Eqn. 1 are tuned using the mean value 〈R · pη("") + uη〉 as a function of pT ("").
The comparisons of the data and the tuned simulation are shown in Fig. 3. As expected, the
scaled pT -balance averages to approximately1 zero as a function of pT (""). The tuned values

1It is not exactly zero because the response function is applied to the generator-level recoil vector in the
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• Project the vector sum of pT(ll) and u on an axis η parallel 
to pT(ll) and an axis ξ normal to pT(ll)


• Mean and rms values of projections as functions of pT(ll) 
provide information on hadronic model parameters


• Model parameters are tuned by minimising χ2 between 
data and simulation
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Figure 3: Mean value of the scaled pT -balance projected onto the η axis, as a function of
pT (""). The data (blue circles) are compared to the tuned simulation (red histogram). These
plots are used to tune the recoil response function R in Eqn. 1.

of the response parameters are

a = (65.0± 0.09stat)%

b = 6.7± 0.6stat . (2)

3 Hadronic resolution model

The hadronic resolution model has a number of components. We separate the hadronic
activity into a hard QCD ISR component recoiling against the boson, which we refer to as
the “ISR” resolution, and a soft component which captures the spectator interactions and
the multiple interactions.

3.1 Spectator and multiple interactions

The net effect of the spectator interactions and multiple interactions is propagated to the
recoil model via a generated value of ΣET , the scalar sum of transverse energies in the
calorimeter towers (with a pT > 5 GeV threshold on the two towers at highest pseudo-
rapidity, which suppresses the very large energy deposition from beam remnants, but allows
measurement of jets). For each simulated event, ΣET is evaluated by adding the randomly
sampled values from two distributions, one representing the ΣET from multiple interactions
and the other representing the ΣET from the spectator interactions accompanying the boson
production.

simulation, which differs from the measured !pT ("") due to lepton momentum resolution (which is better for
muons than electrons).
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of the response parameters are

a = (65.0± 0.09stat)%

b = 6.7± 0.6stat . (2)

3 Hadronic resolution model

The hadronic resolution model has a number of components. We separate the hadronic
activity into a hard QCD ISR component recoiling against the boson, which we refer to as
the “ISR” resolution, and a soft component which captures the spectator interactions and
the multiple interactions.

3.1 Spectator and multiple interactions

The net effect of the spectator interactions and multiple interactions is propagated to the
recoil model via a generated value of ΣET , the scalar sum of transverse energies in the
calorimeter towers (with a pT > 5 GeV threshold on the two towers at highest pseudo-
rapidity, which suppresses the very large energy deposition from beam remnants, but allows
measurement of jets). For each simulated event, ΣET is evaluated by adding the randomly
sampled values from two distributions, one representing the ΣET from multiple interactions
and the other representing the ΣET from the spectator interactions accompanying the boson
production.

simulation, which differs from the measured !pT ("") due to lepton momentum resolution (which is better for
muons than electrons).
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the calorimeter is most often dominated by the π0 → γγ photons, explaining the large value
of f 4

π0 returned by the fit.
The rms of the pη-balance is sensitive to the ISR energy resolution parameter shad and

the underlying event scaling parameter NV . In particular, when the rms of the pη-balance is
plotted versus pT (##), the ISR energy resolution contributes the component that grows with
pT (##) while NV controls the component that is independent of pT (##). We implement them
as statistically uncorrelated tuning parameters and obtain the best-fit values of

shad = (87.15± 0.68stat) %

NV = 1.1100± 0.0064stat . (8)

The comparison of the rms of the pη-balance for the data and the tuned simulation is shown
in Fig. 8.
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Figure 8: rms of the scaled pT -balance in Z → ## data, projected on the η axis and plotted
as a function of pT (##). The data (blue circles) are compared to the tuned simulation (red
histogram). These plots are used to tune the recoil resolution parameters NV (Eqn. 3) and
and shad (Eqn. 6).

3.2.2 ISR angular resolution

The ISR angular resolution depends on the recoil transverse energy as one might expect, with
the ISR becoming more collimated at higher utrue resulting in better angular resolution. This
trend for the angular resolution to improve with increasing utrue is illustrated in Fig. 9, which
show distributions of |φu−φ##−π| in four ranges of the dilepton pT in Z → ## events. While
it is true that the azimuthal direction φ## of &pT (##) is also better measured as the magnitude
of pT (##) increases, the resolution of φ## determined by tracking is substantially better than
the resolution of φu in all cases, so that Fig. 9 shows mainly the variation of the φu resolution.
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Figure 10: rms of the scaled pT -balance in Z → !! data, projected on the ξ axis and plotted
as a function of pT (!!). The data (blue circles) are compared to the tuned simulation (red
histogram). These plots are used to tune the dijet resolution parameters in Eqn. 11.

3.2.4 Additional ad-hoc dijet resolution model

The dijet resolution model described above provides a good description of the pξ-balance
at large values of the pξ-balance but there remains a mismodelling at small values of the
pξ-balance for pT (!!) < 8 GeV. We add to the DukeSim model the following ad-hoc adjust-
ment to improve the agreement of this pξ-balance distribution between data and simulation.
Overall, ≈ 0.2% of events are adjusted by this correction.

We construct a 2D probability distribution P (utrue, |uξ|) = AξGutrue
(4.0, 2.0)G |uξ|(µξ, εξ)/2.0

where Gutrue
is a Gaussian probability distribution which has support over a narrow range of

utrue at low utrue, and G |uξ| is also a Gaussian probability distribution function with support
near |uξ| = µξ ± εξ. For a fraction P (utrue, |uξ|) of events, we multiply the a-priori simulated
value of uξ by S+

ξ = 2.1 ± 0.07. Otherwise, for a fraction P (utrue, |uξ|)/qξ of the events, we
divide the a-priori simulated value of uξ by S−

ξ = 3.4 ± 0.1, where qξ = 2.51 ± 0.21. The
tuned values of the parameters, including µξ = (2.90± 0.06) GeV, εξ = (1.037± 0.035) GeV
and Aξ = (7.50± 1.25)%, are obtained by fitting the distributions of the pξ-balance.

The effect of this ad-hoc correction is to migrate a small fraction of events with utrue ≈
4 GeV and |uξ| ≈ 2.9 GeV, to a somewhat larger or smaller value of uξ. Upon tuning the
parameters of this correction, the distribution of the simulated pξ-balance is brought into
agreement with the data.

4 Cross-checks using W and Z boson data

The recoil response and resolution model is used to predict a number of recoil distributions
for W and Z bosons which can be compared to the data. Figure 12 shows the distribution
of u for W and Z bosons, showing good agreement between data and DukeSim. Figure 13
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for W and Z bosons which can be compared to the data. Figure 12 shows the distribution
of u for W and Z bosons, showing good agreement between data and DukeSim. Figure 13

14

• Data

Simulation

M
ea

n 
p T

 b
al

an
ce

Re
so

lu
tio

n 
of

 p
T b

al
an

ce
 p

ar
al

le
l t

o 
bo

so
n 

p T

Re
so

lu
tio

n 
of

 p
T b

al
an

ce
 n

or
m

al
 to

 b
os

on
 p

T

UE resolution

Jet resolution Dijet resolution 
(0.4-1.2% of events)

MW uncertainty from mean = 2 MeV

MW uncertainty from rms = 1.8 MeV



Costas VellidisHEP2022 — Thessaloniki — 15/6/2022 

4

and provides a combination with previous measurements and
the resulting global SM fit.

II. OVERVIEW

This section provides a brief overview ofW -boson produc-
tion and decay phenomenology at the Tevatron, a description
of the coordinate system and conventions used in this analysis,
and an overview of the measurement strategy.

A. W -boson production and decay at the Tevatron

In pp̄ collisions at
√
s = 1.96 TeV, W bosons are primar-

ily produced via s-channel annihilation of valence quarks, as
shown in Fig. 1, with a smaller contribution from sea-quark
annihilation. These initial-state quarks radiate gluons that can
produce hadronic jets in the detector. The W boson decays
either to a quark-antiquark pair (qq̄′) or to a charged lepton
and neutrino (!ν). The hadronic decays are overwhelmed by
background at the Tevatron due to the high rate of quark and
gluon production through quantum chromodynamics (QCD)
interactions. Decays to τ leptons are not included since the
momentummeasurement of a τ lepton is not as precise as that
of an electron or muon. The mass of theW boson is therefore
measured using the decays W → !ν (! = e,µ), which have
about 22% total branching fraction. Samples selected with
the corresponding Z-boson decays, Z → !!, are used for cali-
bration.

p
u (d)
u
d (u)

p
u
u
d

g

 (Z)+W +l

)- (lν

γ

FIG. 1: Quark-antiquark annihilation producing a W or Z boson in
pp̄ collisions. Higher-order processes such as initial-state gluon ra-
diation and final-state photon radiation are also illustrated.

B. Definitions

The CDF experiment uses a right-handed coordinate sys-
tem in which the z axis is centered at the middle of the de-
tector and points along a tangent to the Tevatron ring in the
proton-beam direction. The remaining Cartesian coordinates
are defined with +x pointing outward and +y upward from

l
Tp

ν
Tp

Tu

||u

u

FIG. 2: Typical vectors associated to quantities reconstructed in aW -
boson event, with the recoil hadron momentum ("uT ) separated into
axes parallel (u||) and perpendicular (u⊥) to the charged lepton.

the Tevatron ring, respectively. Corresponding cylindrical co-
ordinates are defined with r ≡

√

x2+ y2 and azimuthal angle
φ ≡ tan−1(y/x). The rapidity ζ = − 1

2 ln(E+ pzc)/(E− pzc)
is additive under boosts along the z axis. In the case of mass-
less particles, ζ equals the pseudorapidityη =− ln[tan(θ/2)],
where θ is the polar angle with respect to the z axis. Trans-
verse quantities such as transverse momentum are projections
onto the x− y plane. The interacting protons and antiprotons
have negligible net transverse momentum. Electron energy
measured in the calorimeter is denoted as E and the corre-
sponding transverse momentum ET is derived using the di-
rection of the reconstructed particle trajectory (track) and ne-
glecting the electron mass. Muon transverse momentum pT
is derived from its measured curvature in the magnetic field
of the tracking system. The recoil is defined as the negative
transverse momentum of the vector boson, and is measured as

"uT =∑
i
Ei sin(θi)n̂i, (2)

where the sum is performed over calorimeter towers
(Sec. IIIB), with energy Ei, tower polar angle θi, and tower
transverse vector components n̂i ≡ (cosφi,sinφi). The tower
direction is defined as the vector from the reconstructed col-
lision vertex to the tower center. The sum excludes towers
that typically contain energy associated with the charged lep-
ton(s). We define the magnitude of "uT to be uT , the compo-
nent of recoil projected along the lepton direction to be u||,
and corresponding orthogonal component to be u⊥ (Fig. 2).
From "pT conservation, the transverse momentum of the neu-
trino inW -boson decay is inferred as "p ν

T ≡−"p !
T −"uT , where

"p !
T is the transverse momentum of the charged lepton. We use
units where h̄= c≡ 1 for the remainder of this paper.

C. Measurement strategy

The measurement is performed by fitting for MW using
three transverse quantities that do not depend on the unmea-
sured longitudinal neutrino momentum: p!T , p ν

T , and the
transverse mass mT =

√

2p!T p ν
T (1− cosΔφ) [19], where Δφ

59

Testing the model with W events
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Figure 13: Distributions of u|| (top) and u⊥ (bottom) for W bosons. The data (blue circles)
are compared to the tuned simulation (red histogram). The quoted uncertainties are statis-
tical only. Systematic uncertainties arising from the model parameters, which are tuned on
the Z boson data, are not included. The residuals between data and simulation are shown
in Fig. 20.

of the Z boson data. Fig. 15 also shows the distributions of the azimuthal angle between !u
and the lepton in W → "ν events, which is well-described on average but with a small, 0.1%
modulation in the residuals with a high-frequency (≈ 4∆φ) pattern. Since the amplitude
of this modulation is much smaller than the corresponding statistical uncertainty in the Z
boson data, the uncertainties propagated from the tuning on the latter data should cover
any possible MW systematic uncertainty due to this small modulation. Furthermore, the
systematic effect of a high-frequency modulation tends to cancel out rapidly.

5 Systematic uncertainties on W boson mass

We propagate the uncertainties on the recoil model parameters to the shifts in the W boson
mass fits by generating pseudo-data with ±3σ shifted values of the parameters and fitting

17

Test the recoil components parallel (u∥) and normal (u⊥) to the 
lepton momentum

• Data

Simulation
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Additional constraint on the recoil model with W events

‣ Use  at NNLL + NNLO from DYqT [NPB 815, 174 (2009)] 
to model the scale variation of the ratio


‣ Use pT(W) data to reduce the scale uncertainty of the model, taking into account 
correlation with the hadronic recoil model

dσ /(dpV
TdyV dMV) (V = W, Z)
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FIG. S32: Distributions of uT from simulation (histogram) and data (circles) for W boson (top) and Z boson
(bottom) decays in the muon (left) and electron (right) channels. The simulation uses parameters fit from Z boson
data, and the uncertainty on the simulation is due to the statistical uncertainty on these parameters. The data
mean (µ), rms spread (σ) skewness (λ), and excess kurtosis (κ) are well modeled by the simulation. The χ2 values
and the Kolmogorov-Smirnov (KS) probabilities are based only upon the statistical uncertainties in the data and do
not take into account the systematic uncertainties in the simulation.

MeV, and 5.3 MeV from the mT , p!T , and pνT fits, respectively. Since the recoil model parameters are obtained from
combined fits to Z → ee and Z → µµ data, with a constraint from the W → eν and W → µν data, the recoil model
uncertainties are correlated between the electron and muon channels.

IX. BACKGROUNDS

Backgrounds in the W -boson samples arise from the following processes: Z/γ∗ → '', where one lepton (electron or
muon) is not detected; W → τν with a reconstructed lepton from the τ decay; and a jet misreconstructed as a lepton
in multijet events. Backgrounds in the W → µν sample also arise from cosmic rays and long-lived hadrons decaying
to muons.

A. W → µν Backgrounds

We model the Z/γ∗ → µµ background using events generated with the custom simulation. The key aspects
of the custom simulation in this case are the muon-finding efficiency and the energy deposition by the muon in the
calorimeters, both as functions of pseudorapidity. These detector characteristics are measured in Z/γ∗ → µµ data and

• Data

Simulation
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Backgrounds
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Sources of background in the W sample
W → μν backgrounds:

✓ Z/γ* → μμ with one muon escaping detection, estimated from custom simulation


✓ W → τν → μννν, estimated from custom simulation


✓ Multijet events where one jet mimics a muon, estimated using a NN discriminant 
for the misidentified and signal muons in the data


✓ Muons from decays-in-flight of low momentum long-lived mesons in the COT, 
resulting in reconstructed high pT tracks, are estimated by fitting track χ2/dof data 
templates of Z → μμ (signal) and W → μν with large d0 (background) to W → μν 
candidates (taking into account contamination from true W → μν events)


✓ Cosmic rays, removed with efficiency > 99% using a dedicated tracking algorithm, 
are estimated from a previous data sample scaled by the run-time to integrated 
luminosity ratio


W → eν backgrounds:

✓ Z/γ* → ee with one muon escaping detection, estimated from custom simulation


✓ W → τν → eννν, estimated from custom simulation


✓ Multijet events where one jet mimics an electron, estimated by fitting signal and 
background templates of track isolation, NN discriminant, and MET to W → eν data



Costas VellidisHEP2022 — Thessaloniki — 15/6/2022 63

Results
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All fit uncertainties (MeV)

Source of systematic mT fit p!T fit pνT fit

uncertainty Electrons Muons Common Electrons Muons Common Electrons Muons Common

Lepton energy scale 5.8 2.1 1.8 5.8 2.1 1.8 5.8 2.1 1.8

Lepton energy resolution 0.9 0.3 -0.3 0.9 0.3 -0.3 0.9 0.3 -0.3

Recoil energy scale 1.8 1.8 1.8 3.5 3.5 3.5 0.7 0.7 0.7

Recoil energy resolution 1.8 1.8 1.8 3.6 3.6 3.6 5.2 5.2 5.2

Lepton u|| efficiency 0.5 0.5 0 1.3 1.0 0 2.6 2.1 0

Lepton removal 1.0 1.7 0 0 0 0 2.0 3.4 0

Backgrounds 2.6 3.9 0 6.6 6.4 0 6.4 6.8 0

pZT model 0.7 0.7 0.7 2.3 2.3 2.3 0.9 0.9 0.9

pWT /pZT model 0.8 0.8 0.8 2.3 2.3 2.3 0.9 0.9 0.9

Parton distributions 3.9 3.9 3.9 3.9 3.9 3.9 3.9 3.9 3.9

QED radiation 2.7 2.7 2.7 2.7 2.7 2.7 2.7 2.7 2.7

Statistical 10.3 9.2 0 10.7 9.6 0 14.5 13.1 0

Total 13.5 11.8 5.8 16.0 14.1 7.9 18.8 17.1 7.4

TABLE S8: Uncertainties on MW (in MeV) as resulting from the transverse-mass, charged-lepton pT and neutrino
pT fits in the W → µν and W → eν samples. The third column for each fit reports the portion of the uncertainty
that is common in the µν and eν results. The muon and electron energy resolutions are anti-correlated because the
track pT resolution and the electron cluster ET resolution both contribute to the width of the E/p peak, which is
used to constrain the electron cluster ET resolution.

Combination mT fit p!T fit pνT fit Value (MeV) χ2/dof Probability

Electrons Muons Electrons Muons Electrons Muons (%)

mT ! ! 80 439.0± 9.8 1.2 / 1 28

p!T ! ! 80 421.2± 11.9 0.9 / 1 36

pνT ! ! 80 427.7± 13.8 0.0 / 1 91

mT & p!T ! ! ! ! 80 435.4± 9.5 4.8 / 3 19

mT & pνT ! ! ! ! 80 437.9± 9.7 2.2 / 3 53

p!T & pνT ! ! ! ! 80 424.1± 10.1 1.1 / 3 78

Electrons ! ! ! 80 424.6± 13.2 3.3 / 2 19

Muons ! ! ! 80 437.9± 11.0 3.6 / 2 17

All ! ! ! ! ! ! 80 433.5± 9.4 7.4 / 5 20

TABLE S9: Combinations of various fit results (in MeV) and the associated uncertainties, χ2, and χ2-probabilities.

The systematic uncertainties considered in Table S8 would induce additional expected shifts upon changing fit ranges,
which are not displayed in the error bars.

*

*

*
*

Dominant uncertainties*
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Cross checks

• Mass differences from subsamples with equal statistics


• In the electron channel, results are shown with calorimeter calibration using the E/p 
fit from the corresponding subsample (in parentheses) and from the full sample

TABLE S10: Differences (in MeV) between W -mass p!T -fit results and Z-mass fit results obtained from subsamples
of our data with equal statistics. For the spatial and time dependence of the electron channel fit result, we show the
dependence with (without) the corresponding cluster energy calibration using the subsample E/p fit.

Fit difference Muon channel Electron channel

MW (!+)−MW (!−) −7.8± 18.5stat ± 12.7COT 14.7± 21.3stat ± 7.7E/p
stat (0.4± 21.3stat)

MW (φ! > 0)−MW (φ! < 0) 24.4± 18.5stat 9.9± 21.3stat ± 7.5E/p
stat (−0.8± 21.3stat)

MZ(run > 271100)−MZ(run < 271100) 5.2± 12.2stat 63.2± 29.9stat ± 8.2E/p
stat (−16.0± 29.9stat)
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FIG. S39: Variations of the MW value determined from the transverse-mass fit as a function of the choice of the
lower (top) and upper (bottom) edge of the fit range, for the muon (left) and electron (right) channels. Uncertainty
bars indicate the expected statistical variation with respect to the default fit range, as computed using
pseudoexperiments. The dashed lines indicate the statistical uncertainty from the default mass fit.


